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Abstract—Inattentive driving is one of the high-risk factors
that causes a large number of traffic accidents every year.
In this paper, we aim to detect driver inattention leveraging
on large-scale vehicle trajectory data while at the same time
explore how do these inattentive events affect driver behaviors
and what following reactions they may cause, especially for
commercial vehicles. Specifically, the proposed system targets
four most commonly occurring critical inattentive events in-
cluding smoking, phone call, turning back and yawning. By
applying a deep Convolutional Neural Network (Inception v3)
with two data augmentation routines - Mixup and Smote, we
are able to balance the training data distribution and improve
the generalization of the classification model. Then based on the
output derived from the inattention detection combining with
Point of Interest and climate data, a Long Short Term Memory
(LSTM) based model is deployed to predict driver upcoming
abnormal operations on road (due to inattention) which may
result in potential dangerous driving conditions such as sudden
acceleration/deceleration, aggressive left/right lane change, etc.
To evaluate our proposed system, we collect more than 120,000
real-world driving traces from over 200 drivers. The experimental
results show that our model achieves a Weight Accuracy (WA) of
92.27% for inattentive driving detection and a Weight Accuracy
(WA) of 91.67% for abnormal driving prediction, demonstrating
its great potential of shaping good driving habits and promoting
road safety.

Index Terms—Inattentive driving, deep learning, driver safety,
large-scale data, data augmentation.

I. INTRODUCTION

Inattentive driving poses a major threat to road safety and
has raised great interest in both academia and industry. Report
in [1] shows that there were nearly 3000 fatal accidents
every year in the United State from 2015 to 2019, and driver
inattention accounted for 9% of all fatal accidents. Inattentive
driving may lead to failure to notice traffic signs or yield
traffic patterns, thus drivers may overreact when making turns
or changing lanes. Especially for commercial vehicle drivers,
due to the level of vehicle drivability and complex driving
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conditions (e.g., frequent night driving), traffic accidents may
occur more often than private vehicle drivers, causing se-
rious loss of lives and property. Therefore, monitoring and
understanding drivers’ inattentive behaviors is essential to
road safety measurement, shaping good driving habits and
preventing road accidents.

To enhance driver safety, in-vehicle cameras have been
widely deployed for monitoring driver’s status in [2]-[4].
These vision based systems can accurately detect whether a
driver is in an unsafe driving state (i.e., inattentiveness) by
tracking facial states of the driver, but it will incur installation
costs and the detection accuracy may be affected by lighting
conditions (e.g., may not work well for night driving). You
et al. [5] present a less expensive way to identify critical
driving events (e.g., careless/aggressive lane changes or speed-
ing, drowsiness/unfocused driving) by leveraging smartphone
cameras and inertial sensors. However, the system may fail
to capture objects if the phone is not properly placed in the
vehicle [5]. In addition, we have seen great success in in-
vehicle human activity recognition based on wireless sensing
technologies such as Wi-Fi Channel State Information (CSI)
and acoustic signals (e.g., ultrasound) [6]-[10]. Though these
methods can achieve high recognition accuracy, they usually
require extra infrastructures and time-consuming calibration to
update the signal fingerprints. What’s more, there have been
a variety of driving safety systems that use smart sensors or
wrist-worn devices. SMARTwheel [11] offers a safety product
that has the linear potentiometers embedded in the steering
wheel to determine whether a driver has their hands on or
off the wheel. The wrist-worn devices like smartwatches have
been applied to detect driver hand motion and dangerous in-
vehicle activities [6]. The main disadvantage of such systems
is that they still miss certain of unsafe events when the driving
inattention has no hand motion involved.

On the other hand, driving trajectory analysis and vehicle
dynamic measurement have been the fundamental tools that
allow us to evaluate interactions between drivers, vehicles and
road zones [12]-[14]. Though a number of approaches have
used embedded sensors (e.g., accelerometer, gyroscope and
GPS) on smart devices (e.g., smartphones) to track driving
conditions [15], [16] as well as monitor driver smartphone use
(e.g., calling, texting, and reading) to prevent distractions [17]—
[19], other unsafe driving activities are not fully investigated.
If a driver is or intend to be involved in any inattention or
distraction, there could be a distinct change in vehicle move-
ments (e.g., frequent steering-wheel correction activity) [20],



[21]. Such changes can be derived from the vehicle trajectory
and thus be used as soft hints indicating inappropriate driving
behaviors. More importantly, it is worth noting that in-vehicle
inattentive activities are very likely to have an impact on
driver following operations on road [22]. For example, when
a driver is distracted due to smoking or phone call, he/she
may not be able to react properly to the upcoming traffic
alerts (e.g., sudden acceleration/hard braking, changing the
lane aggressively), resulting in abnormal vehicle trajectory
patterns. Predicting these unsafe driving conditions triggered
by driver inattention in advance is desired, unfortunately, few
work has been proposed addressing the issue.

Inspired by this, in this paper we present an inattentive
driving analytics system to detect driver inattention while at
the same time explore how these activities affect operations
during driving, leveraging on large-scale vehicle trajectory
data such as GPS trace, acceleration, speed, distance, and
Point of Interest data. To achieve this goal, three modules are
presented including unsafe events spotting, inattentive driving
recognition and abnormal operation prediction. We first adopt
Random Forest (RF) to spot the unsafe events and then apply
a deep CNN model (Inception v3 with Mixup) to indentify
driver inattentive behaviors. In addition, we use the Smote
algorithm to augment the data and adopt the Mixup method
to train the linear boundary avoiding model overfitting. Finally,
a Long Short Term Memory (LSTM) based model is deployed
to investigate the driver upcoming operations (affected by inat-
tentive behaviors) and then predict dangerous driving events
in advance (e.g., abnormal acceleration/deceleration, abnormal
left/right lane change). Based on the vehicle trajectory data
collected from long-term on-board diagnostics (OBD) devices,
the proposed models can successfully identify four most
commonly occurring inattentive driving events (e.g., smoking,
phone call, turning back and yawning) and predict potential
abnormal unsafe operations accordingly.

The main contributions of this paper are summarized as
follows:

1) In this paper, we present an inattentive driving analytics
system that leverages vehicle trajectory data to detect
and study driver inattention, especially for commer-
cial vehicles. The proposed system not only targets
identifying in-vehicle inattentive driving activities but
also focuses on predicting potential abnormal unsafe
operations that may caused by driver inattention.

2) To detect and recognize inattentive driving conditions,
we apply Inception v3 with the Mixup method to train a
classifier model, not only solving the problem of discrete
features and overfitting, but also distinguishing different
types of driver inattentiveness. The Smote algorithm is
also adopted to balance positive and negative samples
and address the data sparsity.

3) To study the correlations between inattentive driving
and abnormal operations, we leverage an LSTM based
model by considering external features (i.e., the type of
inattentiveness, Point of Interest and weather) to predict
and avoid potential unsafe driving conditions in advance.

4) We conduct extensive experiments based on large-
scale commercial vehicle trajectory data. Our solution

A: Smoking B: Phone Call C: TurningBack  D: Yawning

E: Abnormal
Acceleration

G: Abnormal
Lane Change Right

F: Abnormal
Deceleration

H: Abnormal
Lane Change Left

Fig. 1. inattentive driving and abnormal driving conditions. (A), (B), (C) and
(D) represents the smoking, phone call, turning back and yawn respectively.
(E), (F), (G) and (H) represents abnormal acceleration, abnormal deceleration,
abnormal lane change right and abnormal lane change left respectively.

outperforms other models which achieves a weighted
accuracy at 92.27% for inattentive driving recognition
and at 91.67% for abnormal operation prediction, which
demonstrate that the proposed models are robust and
effective.

To the best of our knowledge, our system is the first one
that detects and recognizes driver inattentive behaviors by
leveraging models based on large-scale trajectory data, while
at the same time exploring the correlations between driving
inattention and abnormal/unsafe driver behaviors to predict
potential dangerous driving events (i.e., aggressive driving).
It is worth noting that the proposed models are also capable
of processing real-time data obtained from smart/on-board
devices (e.g. smartphones) which have GPS and IMU sensors
embedded. Therefore, this work has great potentials to assist
driver in real driving condition and promote road safety.

The remainder of this paper is organized as follows. We
describe the related work in Section II. We then introduce the
design consideration in Section III, and present the system de-
sign in Section IV. We conduct our experiments in Section V,
and then discuss the system latency and how can it be extended
in Section VI. Finally, we conclude the paper and discuss the
future work in Section VIIL.

II. RELATED WORK

Inattentive/aggressive driving detection basically can be
classified into four categories: vision-based detection, wireless
signal-based detection, wearable sensing-based detection and
IMU-based detection.

Vision-based detection On-board cameras are widely used
for real-time monitoring to determine whether the driver
is distracted or fatigue [23]. However, it will incur ad-
ditional costs and require specialized infrastructures in the
vehicle. Meanwhile, smartphones are considered as an alter-
native option [24]-[26] to track driver’s head position and
eye directions. You et al. [5] used computer vision and



machine learning algorithms on the phone to detect driver
inattention using the front-facing camera while at the same
time tracking road conditions using the rear-facing camera.
Ji et al. [23] proposed a non-intrusive vision-based prototype
using remotely located cameras equipped with active Infrared
Radiation (IR) illuminators to acquire video frames of the
driver. Moreover, with the rise of deep learning, a number of
systems leverage the Convolutional Neural Network (CNN)
model to detection distraction driving [27]-[29]. Streiffer et
al. [30] proposed a multi-modal analytics platform - DarNet,
which could detect driver in-vehicle activities such as normal
driving, talking, eating and reaching, etc. They employed
a CNN model for video analysis collected from an inward
facing camera and an RNN model for the data from mobile
embedded sensors. Xing et al. [31] applied and evaluated
three different pre-trained CNN models including AlexNet,
GoogLeNet and ResNet50, focusing on seven common driving
behaviors (e.g., secondary tasks). Despite the privacy issues,
most vision-based approaches, however, are not always stable
due to different setup conditions (e.g., weather, lighting and
the device placement).

Wireless signal-based detection Many systems using wire-
less signals have been offered in driver behavior monitoring.
Xie et al. [32] proposed a real-time drowsy driving detection
system based on audio devices embedded in smartphones. It
can detect nodding, yawning and abnormal steering of com-
mercial vehicles in real time. Xu et al. [9] leveraged existing
audio devices on smartphones to realize early recognition
of inattentive driving events. Yang et al. [33] leveraged the
existing infrastructure of car to detect driver phone use by
estimating the range between the phone and car speakers.
In addition, there has been active research work using Wi-
Fi channel state information (CSI) for human motion sensing,
WiCAR [8] employed a multi-adversarial domain adaptation
network model to recognize various driver inattentive ac-
tivities, while WiFind [10] applied Hilbert-Huang transform
(HHT) based pattern extracting method to enhance driver
fatigue detection. Although these methods achieved promising
results, they are susceptible to the change of testing envi-
ronments, such as environmental noise, changes in vehicle
personnel, and window conditions.

Wearable sensing-based detection Inattentive driving de-
tection using wrist-worn devices (e.g., smartwatch) emerges
as a hot topic in recent years. Several systems have been
offered to track driver hands position and analyze in-vehicle
behaviors for preventing unsafe driving [34]. Bi et al. [35]
presented SafeWatch, a system based on smartphone and
smartwatches to estimate the posture of the driver’s forearm
and the positions of driver hands. SafeWatch could sense
the motion of the vehicle and the driver’s hands with two
watches worn on both hands of the driver. Jiang et al. [6]
focuses on driver’s right hand motion to recognize secondary
tasks and potential dangerous behaviors. But it only tracks
one single hand movements and the basic assumption is the
movement always starts at the steering wheel. Moreover, Lee
et al. [36] also proposed a standalone system that detects
driver drowsiness using smartwatch only. The system is able
to determine the drowsiness level based on different types

of driver behaviors computed from the motion data. Thus
it is no doubt that wearable sensing if capable of detecting
unsafe driving activities. However, drivers still need to wear
the device on their hands, and one single smart device can not
capture all types of unsafe events.

IMU-based detection A number of IMU-based systems
using sensors on cars/smartphones have been proposed for
unsafe/inattentive driving detection. Wang et al. [37] used
embedded sensors in smartphones (i.e., accelerometers and
gyroscopes) capturing the differences of centripetal acceler-
ation readings during turns. Based on the information, it can
estimate the position of the smartphone in the vehicle - at
driver side or passenger side, thus prevent the phone call-
ing/texting if there is a high chance that the driver is holding
the device. Johnson et al. [38] also proposed a method for the
localisation of a smartphone inside a vehicle using the motion
data acquired from user’s phone. In addition, Chen et al. [39]
provided a smartphone-based system for fine-grained abnormal
driving behavior recognition. By leveraging the Support Vector
Machine (SVM), it is able to distinguish six different driving
patterns accurately. Bhaskar et al. [40] presented EyeAwake, a
drowsy driving detection system that employs a set of sensors
including IR detector, accelerometer, thermistor and photo-
transistor. EyeAwake detects driver drowsiness by checking
human behavioral and physiological characteristics such as eye
blinking rate, unnatural head nodding/swaying, breathing rate
and heart rate. Towards the most related work in detecting
driver distraction, Ahmed et al. [18] developed a simulation
platform - CAREN to study the impact of smartphone use on
driver operations. The testing data from smartphone sensors
(i.e., accelerometer and gyroscope) shows that when a driver
is holding the phone and attempting to text, call or read the
massage, the signal patterns will have subtle changes that are
distinct from normal/safe driving states [41].

Though above approaches well examined the capability
of different smart sensing techniques as well as IMU-based
platforms, only a few specific inattentive activities (i.e., smart-
phone use related events) have been addressed. Different from
existing approaches, in this paper we leverage trajectory data
to identify a number of driver distractions that most commonly
occurred in the vehicle. In addition, we further explore the
driver reaction caused by such inattentive activities, thus the
proposed model is able to predict the upcoming abnormal
behaviors in advance and has great potential to reduce the
risk of traffic accidents.

III. DESIGN CONSIDERATION
A. Background and Motivation

As the incidence of traffic accidents increases year by year,
safe driving has become one of the most concerned topics of
intelligent transportation systems. It is desirable to study and
analyze unsafe driving behaviors, especially for commercial
vehicles which are more likely to cause fatal accidents since
it needs a longer breaking distance to fully stop them due to
the large momentum and inertia [42]. Generally, drivers that
operate commercial vehicles may experience more complex
driving conditions than passenger cars which may cause dis-
tractions such as receiving more phone calls/orders or taking



care of passengers [43]. In addition, they may also become
fatigue after long-distance driving or working at midnight.
An efficient behavior analysis system could help commercial
vehicle drivers to raise risk awareness and shape good driving
habits to avoid accident.

Moving along this direction, in this paper we leverage large-
scale trajectory data to study unsafe driving events especially
for commercial vehicle drivers. Unlike existing driver alert
systems [18], [37], our approach does not only focus on de-
tecting inattentive activities, but also aims to predict potential
dangerous driving conditions in advance. Once drivers’ unsafe
behaviors are identified, there will be a high chance that an
accident may occur in a few seconds. Thus predicting such
dangerous conditions is important and necessary, which can
prompt the vehicle safety systems (e.g., Electronic Stability
Control, Intelligent Speed Adaptation, Collision Avoidance
System) to better react to incoming operations accordingly
and avoid traffic accidents. For example, when the driver is
inattentive (e.g., on the phone) and suddenly notice that there
are people crossing the road ahead, the driver may behave
aggressively to avoid collision while the system should be able
to automatically adjusts the torsion force of the steering wheel
and prepare for hard braking.

B. Challenges

Analyzing driver behaviors leveraging large-scale trajectory
data is very challenging. Firstly, the total number of inattentive
events in one single path is limited and each path may
contain different types of driving inattention events. Thus the
density of the target samples (i.e., inattentive driving) in the
dataset is sparse and the amount of data in each class is
not equally distributed - imbalanced. The existence of unsafe
trajectories only accounts for 48% of the entire trajectory
collection, and the average number of points with GPS alerts
(for unsafe driving) is less than 8% of each unsafe trajectory.
Because the driver preforms normally (safely) most of the
time while the unsafe driving events only occur accidentally.
Secondly, due to the huge amount of trajectory data, there
are missing GPS points on certain trajectories and many GPS
points are not correctly aligned on the path. Thirdly, other
factors on road may also affect the performance of driving
and result in different dangerous driving conditions especially
when the driver is inattentive (as discussed in Section V-E).
In order to handle such issues and build a robust model,
data augmentation and interpolation schemes are required. In
addition, the proposed system should also take the external
data such as Point of Interests (POIs) into account for driver
operation/reaction prediction after an inattentive driving event
is identified.

C. Inattentive Driving and Abnormal Driving Conditions Sce-
narios

In this paper, we aim to propose an inattentive driv-
ing analytics system to detect driving inattentive and warn
the driver of abnormal driving in the inattentive driving in
advance. Specially, we not only detect whether the driver
is inattentive while driving, but also combine the driver’s
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Fig. 2. The distribution of the number of inattentive trajectories in the city
in August 2018.

inattentive behavior and POI, weather to further predict the
driver’s abnormal driving condition. We tested four common
inattentive behaviors: smoking, phone call, turning back, and
yawning, as illustrated in Figure 1. The abnormal driving
conditions are abnormal acceleration/deceleration, abnormal
lane change left/right.

Smoking (A): Smoking is a common in-vehicle activity for
drivers who are addicted to smoking. Because there are some
drivers who think that smoking can relieve driving fatigue, but
in fact this produces hallucinations.

Phone call (B): Commercial vehicle drivers use mobile
phones more frequently than private cars. According to a
survey, 86.3% of drivers believe that reading text messages
and smoking on their mobile phones will filter out the troubles
of long-distance driving. Due to the danger of using mobile
phones while driving, both the United States and Canada
prohibit the use of mobile phones while driving [44].

Tuning back (C): When the commercial vehicle reaches the
destination or a certain POI area, the driver’s eyes will turn
to the road signs or landmark buildings outside the vehicle to
identify the direction of the destination.

Yawning (D): Yawning is the most common in-vehicle
activity for drivers. As commercial vehicles require longer
driving time, drivers are more prone to fatigue.

Abnormal acceleration/deceleration (E and F): After the
driver’s inattentive behavior, it will affect the normal control
and judgment. According to the report [1], if a vehicle is mov-
ing forward at a speed of 60km/h and suddenly decelerates,
under the action of inertia, the distance that the vehicle slides
forward is proportional to the mass, and the resulting loss is
huge.

Abnormal lane change left/right (G and H): Changing
lanes in normal driving may not have adverse effects. However,
the left and right lane changes caused by slamming the steering
wheel after an inattentive behavior are prone to the danger of
rollover, leading to traffic accidents.
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Fig. 3.
tion/deceleration, aggressive left/right lane change.

It is worth noting that inattentive driving behaviors are
all unintentional behaviors under the driver’s ideology, while
aggressive driving is some abnormal operations caused by the
driver’s stimulation of certain distracted behaviors.

IV. SYSTEM DESIGN

In this section, we give a detailed discussion of the system
architecture and algorithms for inattentive driving analysis.

A. System Overview

The proposed system mainly includes three components:
1) Data Pre-processing; 2) Unsafe Event Spotting; 3)
Inattentive Driving Recognition; 4) Abnormal Operation
Prediction. As illustrated in Figure 3.

The trajectory data in the real road driving environments
may contain ambiguity, uncertainty and noise, and only a
limited number of driving cycles contain the target events (i.e.,
unsafe driving). To address these issues, we firstly employ
data segmentation and augmentation to format and enrich the
original dataset. We then proceed the event spotting module
to obtain interval candidates from the entire trajectory and
filters out the input if it does not belong to the task domain.
When a target period of inattentiveness is spotted/detected, the
classification module leveraging Deep CNN model - Inception
v3 with Mixup method will be triggered to recognize the exact
type of driver inattention. Once the type of an inattentive
driving event is identified, the system is able to predict the
driver upcoming reactions by using a well-trained LSTM based
model while at the same time considering the external features
(e.g., POI and weather), thereby reducing the risk of potential
dangerous driving conditions.

B. Data Pre-processing

1) Data Segmentation: In order to capture the target events,
we employs a sliding window with a fixed length m (a time
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Fig. 4. Data Pre-processing: (A) is the trajectory classification stage, which
mainly divides the trajectory into time windows with the same length, and
then extracts the basic features of each time windows, including acceleration
Ay, distance Dy, speed Sy, altitude difference Cy, POI Py, weather Wy
and peak period Ry. (B) is mainly to extract the speed offset z, ffset and
Yof fset between two GPS points in the abnormal time windows. The red box
represents the distribution of GPS points on the trajectory when the vehicle
is driving in an area (like a commercial area).

window contains m GPS cells) along with each trajectory for
feature extraction as shown in Figure 4. The length of the
window buffer m is set as 6 which has been proved to be
effective in the test and the detection latency is discussed in
SectionVI-A. In one time window, each GPS cell contains
latitude, longitude and altitude. The definition of the j-th GPS



cell GPSY is:

GPS’ = [latj, lon? altj] (D

Therefore, the k-th time window of the trajectory can be
expressed as a vector try, which contains a group of latitude,
longitude and altitude from GPS cells,

try, = |GPS}E, GPSI, ...,GPSﬂ 1<ji<m), @

then one driving path can be presented as 7T:

T = [tri,tro, .. trg, .trp,] 1 £k < n), 3)

where n represents the total number of time window from one
single driving path. The stride between time windows is one
GPS cell (2 seconds), and each selected time window (interval)
will be used as the input that fed into modules at next step.

2) Data Augmentation: The traditional data augmentation
solution is to replicate the minority samples repeatedly, with
the same number of samples in different categories. But such
method can also cause overfitting of the training model. In
our design, the Synthetic Minority Oversampling Technique
(Smote) [45] is used to over-sample the elements in the dataset
T that reaches a balanced distribution, the basic steps of Smote
algorithm are as follows:

(1) Take a random sample from the minority class ¢r), in the
set 7, and use the Euclidean distance to calculate the distance
from this sample ¢r;, to all samples in the set. Then select x
nearest neighbor samples of this type, that is, x with smaller
Euclidean distance;

(2) Set a sampling ratio according to the unbalanced ratio of
the sample to determine the sampling magnification 5. Then,
randomly select one sample among the « neighbors of this type
of sample tr,, assuming that the selected nearest neighbor is
t/r;, as the basis for subsequent calculations;

(3) For t;; selected in (2), construct a new sample 7}, new
with the original sample according to formula,

17y new = trp + rand(0, 1) x (t/ao - trp) , )

so, the augmentation collection of samples of the smote
algorithm.

T = Smote(T), (5)

In the Smote algorithm, the ratio parameter is used to set
the number of positive and negative samples so that the ratio
reaches 1:1.

C. Event Spotting

1) Feature Extraction: At this stage, the basic features
of are derived from each time window, including average
acceleration A, average distance D, average speed S, altitude
difference C. In addition, as shown in Figure 2, the occurrence
of inattentive event is highly related to the specific time periods
of the day such as the early morning period or the midnight
period. Thus we add the time period R as an additional feature
in driving inattention detection. Therefore, the feature vector

of the k-th time windows ¢r; can be formulated as 7} = [Ay,
Dy, Sk, Cr, Ri]. Then the input data set of the model can be
defined as 7% = [tr§,tr3, ..., try, ..., tr]], where n represents
the number of time windows.

2) Driving Event Spotting: As discussed in section III-B,
only a limited number of time periods in the entire trajectory
may be involved in unsafe driving. To distinguish the target
interval, we use Random Forest (RF) [46] algorithm to make
a binary decision based on the input data 7*. There are two
types of labels for the input data, namely alarm and normal.
Alarm refers to the unsafe driving pattern detected and normal
means no target events found during this time period. Applying
RF based event spotting not only allows us to filter out non-
related data and increase the training speed (RF outperforms
other method as shown in Figure 7), but also enable the system
maintain the minimum functionality to alert drivers when
other components (i.e., inattention recognition and abnormal
operation prediction) can not work properly.

The main steps of RF model used in event spotting include:
First, there are IV samples randomly selected with replacement
in the sample set 7°. These N samples are used to train a
decision tree as the samples at the root node of the decision
tree. Each sample has 5 attributes, and h out of these five
attributes are selected (h << 5). Then, from the A attributes,
information gain is used to select one attribute as the split
attribute of the node. Finally, in the process of forming the
decision tree, each node is split according to the previous step.
Until it can’t be divided. Eventually constitute a RF model.

D. Inattentive Driving Recognition

This module consists of two phases: feature formulation
and event recognition. The recognition model proposed in this
paper is a deep Convolutional Neural Network (CNN), which
is composed of Inception v3 [47] and Mixup method [48].

1) Feature Formulation: At this stage, firstly, we set the
previous GPS cell GPS7~! before the j-th GPS cell as a
reference point, and calculate GPS/(1 < j < m) and
GPS7~1 velocity offset along the x-axis and y-axis. Assuming
that the angle between GPS’ and GPS7~! is , the velocity
offset along the = and y axis is defined as:

vi =vl x cosa, (6)

"

J
I/k,y

= I/i X sin a, @)
where ui represents the Instantaneous velocity of the vehicle
when it reaches the j-th position.

This three vectors v}, V]jcm, V,iy(l < j £ m) of the k-th
time windows form a three-dimensional vector. The vector of
the k-th time windows try is defined as:

1 2 J m
Vka Vk? ) Vka ) Vk;
o 1 2 J m
trk- = Vi V]ng 5 Vk_l,a ’ sz ) (8)
1 2 J m
1% 14 1% 1%
k;y ky7 i kya ) k;y

so, one driving path can be formed as To:



To = [tr{, trg, oy trp, s trd] 1Sk <), (9)

where n represents the number of time windows in one single
driving path.

2) Inception v3: Inception v3 is designed to solve the
difference in the proportion of the prominent part of the
image [49]. It learns the image data set by setting multiple
convolution kernels at the same time, and has a good fit. It is
worth noting that in the time windows set, the distribution of
alarm points for each time windows is also very sparse. This
cause the choice of convolution kernel to be more biased. If
the CNN is simply used, overfitting will occur and it will be
difficult to transmit the gradient update to the entire network.
Inception v3 adds Batch Normalization (BN) [50] to each
batch of data on the basis of Inception, which can reduce the
dependency on parameter initialization, thereby improving the
training speed and preventing network saturation. The BN is
define as:
pls) —

—

(s)

Var (b)) (10)
where E[b(*)] refers to the average value of neuron in the s-th
batch of data; Var(b(*)) refers to the standard deviation of the
input value of each neuron in the s-th batch of training data.

The dataset O is used to train. The dimension of each
vector o is 3 X 1 x m. Therefore, we change the three initial
convolution kernels of Inception v3 and set them to 1 x1, 1x1,
and 1 x 1 respectively. The structure is shown in Figure 5.
Adding the 1 x 1 convolutional layer in front of the 1 x 3,
3 x 1 two convolution kernels will help limit the number of
channels and improve computing power. After the Inception v3
network, the convolution results of four different convolution
kernels can be obtained, then filter concatenate them to the
next network.

3) Mixup: To improve the generalization ability of the
model and reduce over-fitting. We use the Mixup method
to expand the virtual samples between different categories.
We first choose two different types of samples and labels

(batchyiyo, batchy,) and (batchtrjo_,batch,;j) then generate
mixed samples and labels (mizbatyo,batchy,).

mizbatie = A X batchyo + (I1-X)x batch”;,
mizbaty, = A X batchr, + (1 — \) x batchr;,

where A represents the mixing coefficient, A - Beta(o,),
ae(0,00), a controls the intensity of interpolation between
the feature-target vector.

Since minimizing the average error of training data is the
purpose of neural networks. Such learning rule is also called
the principle of Empirical Risk Minimization (ERM) [51].
However, because the driving habits of each driver are dif-
ferent, it leads to the appearance of adversarial samples (that
is, the test distribution is slightly different from the training
sample data). The traditional ERM method has less ability on
interpretation and generalization in this case. Therefore, the
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Fig. 5. Inception v3 with Mixup Model.

data enhancement method Mixup [48] proposes Vicinal Risk
Minimization (VRM) by expanding the data of the same type
in the dataset.

I (mizbattro, mixbaty, |batchtr1_o, batchtr;;) =
1 n

where mixbat,.., mixbaty represents the samples and label
enhanced by Mixup. batchi.o and batchtr? represents the
source sample and label respectively. When a—0, it returns
to the ERM.

(12)
mizbaty,.., mixbaty,)],

E. Abnormal Driving Prediction

At this stage, we predict the abnormal driving operation
by leveraging the information derived from inattention event
recognition combined with the external data.

1) Feature Combination: To formulate the input vector of
the prediction model, 5 basic features are considered at each
GPS point. The feature vector of the j-th GPS point in the
time window k can be expressed as:

GPS), = [V, NL PLWL L] (13)
where ui, and N,g represent the velocity and the heading
angle change of the vehicle. In addition, the external factors
P} (POI) and meteorological W] are taking into account as
the existence of contextual data (the data can be obtained
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Fig. 6. The LSTM based abnormal operation prediction model.

from public websites such as google map and weather un-
derground '), and £}, represents the label which is the type of
inattentive detection in the k-th time window.

2) LSTM Based Prediction: As illustrated in Figure 6, we
are able to formulate the vector ¢r}, (one time window) using
GPS], as the input to the LSTM model, and each input vector
tr? has a specified size of 5 (the length of time window m =
5). Moreover, we collect the event at the next GPS point (2
seconds later) as the ground truth, and define the label as Dk+1
(normal or abnormal). Then the vector of all GPS points of
the time window £k is:

trl = [GPS}C,GPSi, .,GPSI, ...,GPSZL} . (4
and the dataset of input vectors is define as:
Te =[tr?, ..t . 7] (15)

Then we use the data from 77 for LSTM model training,
and finally get the prediction of abnormal operation type.

According to the input vector ¢r¥, we initialize the model
with 5 LSTM cells, and the last element h™ is selected as the
output to the softmax layer. At the final step (the classification
layer), five classes are specified (i.e., normal driving, abnormal
acceleration, abnormal deceleration, abnormal left lane change
and abnormal right lane change) by passing through a fully
connected layer.

V. EVALUATION

In this section, we conduct extensive experiments to eval-
vate algorithms and models that proposed in this paper for
inattentive driving analytics. We first present the experiment
setup and datasets, and then introduce the baselines used for
comparisons of each module. Moreover, we summarize the
results of unsafe event spotting, inattentive driving recognition
and abnormal driving prediction, a detailed discussion is also
provided.

Uhttps://www.wunderground.com/
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Fig. 7. The Accuracy, Precision, Recall and F1-Score between Random Forest
and other Machine Learning Algorithms.

A. Experiment Setup

We conduct experiments using a large-scale vehicle trajec-
tory dataset provided by the commercial insurance company.
The company installed OBD-II devices and cameras on the
insured vehicles to record driving dynamics and critical events.
The time period of data collection is one year - from Septem-
ber 1, 2017 to September 30, 2018. The dataset contains
over 120,000 driving trajectories captured from nearly two
hundred vehicles. In the training phase, we are able to derive
more than 100,000 driving trajectory vectors to for unsafe
event spotting, inattentive driving recognition and abnormal
operation prediction. We implement our deep model using
PyTorch which is a high-level neural network framework based
on the Torch library. The model training phase was done
using a server with NVIDIA GeForce GTX 1080 Ti GPU
and 64GB CPU memory. For the optimization method, we
use a momentum of 0.9 and a basic learning rate of 0.01. In
addition, we set the parameters of LSTM model epoch=500,
batch=128, and the optimizer chooses Adam.

B. Baseline and Metrics

We evaluate the performance of each module in our pro-
posed system (i.e., unsafe events spotting, inattentiveness
detection and dangerous event prediction) by using different
baselines as follows:

o Unsafe Event Spotting: In this module, we test a number
of popular machine learning algorithms that are widely
used for classification and regression, such as GBDT
(Gradient Boost Decision Tree) [52], Support Vector
Machine (SVM) [53], K-Nearest Neighbor (KNN) [54]
and Linear Regression (LR) [55].

« Inattentive driving Recognition: We compare the pro-
posed method (Inception v3) with the classic version of
CNN model.

¢ Abnormal Driving Prediction: In this module, we use
D3 system [39] as the baseline, which is an SVM-based
model that can train the features and output a classifier
to perform the fine-grained identification.
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TABLE I
RUNNING TIME OF EACH MODEL FOR EVENT SPOTTING
Models
GBDT KNN SVM LR RF
ET (s) 12.074 0.016 0.632 0.003 0.028

In addition, we use accuracy, precision, recall and f1 scores
to evaluate methods for unsafe event spotting (i.e., RF, GBDT,
SVM, KNN and LR). For multi-class classification - inat-
tentive driving recognition and abnormal driving prediction,
weighted average of accuracy (WA), precision (WP), recall
(WR) and f1 scores (WF) are applied:

N
TP, + FN;
WA= ~ -+ X accuracy;,
o 2 j=1 TP+ FN;
N
TP
WP = sz:1 R (16)
> j=1 TP+ FP;
WR— YN, TP _2xWPxWR
N  WPxWR

S ¥ TP+ FN;’

where W P is the sum of true positives across all classes
divided by the sum of true positives and false positives across
all classes, while W R is the sum of true positives across all
classes divided by the sum of true positives and false negatives
across all classes. Then we can calculate the WA and WF
accordingly. What’s more, the confusion matrix and histogram
are also used in the evaluation to present the classification
results.

C. Unsafe Event Spotting

As shown in Figure 7, the RF model outperformed other
machine learning algorithms that reached accuracy, precision,
recall and f1-score at 90.92%, 92.25%, 91.76% and 91.00%,
respectively. As we use Smote algorithm to balance the data
sets, we are able to train a more generalized model by
artificially synthesizing and adding new samples that benefits
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not only unsafe event spotting but also inattentive driving
recognition. As a result, the digital ratio between the training
sample, the verification sample and the test sample is 8:1:1.
For other models (GBDT, SVM, KNN, LR), we conducted
experiments according to the settings in the original or highly
related paper.

The Random Forest is an ensemble model of decision trees.
Time complexity for building a random forest is O(u * v *
nlog(n)), where u is the number of decision trees (10 in our
design), n is the number of records for training and v is the
number of attributes in the input data. While the computational
complexity at test time for a random forest is O(ux D), where
D is the maximum depth of the trees (no greater than 5 in our
cases). In addition, we also measure the average execution time
(ET) of RF and other models for one single input as shown in
Table 1. The RF model could perform an accurate and timely
detection on unsafe driving events.

D. Inattentive Driving Recognition

In this section, we will evaluate our module Inception v3
with Mixup and compare it with other baselines based on
the dataset 7 discussed in Section IV-D1. The dataset 7°
contains more than 6000 samples, among which the ratio of
smoking, phone call, turning back and yawn is 2:3:2:3. The
ratio of training samples, test samples and validation samples
is 8:1:1. We can see from the Table II, our proposed model -
Inception v3 with Mixup outperforms other methods.

Comparing to the classic machine learning methods (i.e.,
SVM, GBDT) and deep learning methods (i.e., CNN, Incep-
tion v3). We can observe that the Inception v3 with Mixup
could achieve much better performance by considering the
locality of the prominent features. In detail, taking the input
dataset 7° as an example (shown in Table II), the WA of
Inception v3 with Mixup is relatively 17.37% higher than
SVM, 21.36% higher than GBDT, 11.73% higher than DNN,
and 12.83% higher than CNN. The main reason is that our
model does not only expand the breadth of the network,
focusing on the extraction of feature locality, but also deepen
the depth of the network.



TABLE II
COMPARE INCEPTION V3 WITH MIXUP AND BASELINES.
TO

Model WA (%) WP (%) WR (%) WF (%) EI()

SVM 76.24 75.26 76.35 76.35 0.946

GBDT 82.56 71.23 72.10 72.31 0.795

DNN 81.45 82.25 81.02 81.45 0.778

CNN 80.43 79.76 80.70 79.79 0.298

Inception v3 89.13 88.86 89.05 88.69 0.371

Inception v3 with Mixup 92.27 92.30 92.27 92.27 0.384

TABLE III

THE PARAMETERS OF THE PROPOSED CNN MODEL. 96
%
: : Z ,
Type Input size | Output size 95 . ﬁ %
conv 1 36x1x3 | I8xIx8 94 %“\ 2 g %
conv 2 18x1x8 18X 1x64 ~ o [ \:\:ﬁ g W ﬁ
Inception bl 18x1x64 9x1x64 S \ % ? é \ é
Inception b2 Ox1x64 Ox1x128 92 WEZWZ w7z NNz w
Inception b3 9x1x128 5x1x128 o1 % %é %é % %% %é
Fully-connected | 5x1x128 | 5x1x256 o SN ﬁ % ;/2 % Y N ﬁ
Accuracy Precision Recall Fl-score
Metrics
TABLE IV
=AA =AD = ALC #=ARC

ABNORMAL DRIVING PREDICTION PERFORMANCE

Model 7o

ode WA (%) WP (%) WP (%) WE (%) ET ()
SVM 86.17 86.36 86.36 86.36 0523
RNN 90.24 90.07 90.07 90.07 0.296
LSTM 91.67 90.18 90.18 90.18 0.312

Moreover, we choose a simplified Inception v3 structure
since it mainly focuses on saving computational power while
maintaining the accuracy by modifying the previous Inception
Networks. The number of parameters/size of each layer in
Inception v3 model is illustrated in Table III, and the detail
of each Inception block is shown in Figure 5. The average
execution time (ET) of different models for a single event
is presented in Table II. Though the time is longer than a
standard CNN model, it is acceptable (still less than half a
second) considering the recognition accuracy.

With/Without the Mixup: In order to further understand
the effectiveness of Mixup method in the deep learning model,
we use model ablation to explore its functionality. It is worth
noting that the initial convolution kernels of Inception v3 are
1 x1,1x1,and 1 x 1 respectively. With these parameters
unchanged, the performance of the model without Mixup
was tested. As shown in the Table II, we can see that the
model performance became 3.40% higher with Mixup. This is
because Mixup reduces the sensitivity of adversarial samples.
As shown in sub Figure 8(a) and 8(b), it indicates the results
of the category detection with or without Mixup. We can
see that the classification detection combined with Mixup
can better distinguish the categories of smoking and yawn.
This is because Mixup performs data expansion on training
set samples, that is, performs linear modeling on different
types of samples to enhance the linear expression between
training samples. In addition, Mixup improves the robustness
of adversarial samples, especially on large-scale datasets.

Fig. 9. The weighted average of accuracy (WA), precision (WP), recall (WR)
and f1 scores (WF) of abnormal driving condition prediction.
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Fig. 10. The distribution of abnormal operations caused by each type of
inattentive driving.

E. Abnormal Driving Prediction

Table IV shows the prediction results of our proposed
LSTM based model comparing with the baseline Recurrent
Neural Network [56] (RNN) and SVM. The vector 7P is used
as input to LSTM module. We can see that, our LSTM has
the best performance among the other models. The details are
as follows. LSTM outperforms RNN, SVM by 1.56%, 6.00%
respectively. The reason why our LSTM based model is better
than RNN is that it considers filtering of the past state in the
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time series, so as to select the state which has more effects
on the current state, instead of simply using the most recent
state.

To better understand the computational complexity of our
model, we summarize the number of parameters in the LSTM
network. There are 4 neural network layers including 3 gates -
read/input, write/output, forget, as well as one cell state. Thus,
the total number should be 4 * (n * (m + 1) + n?) based on
the structure of LSTM. The average execution time (ET) for
abnormal driving prediction is shown in Table IV. We can see
that the proposed model achieved a higher accuracy with just
a few extra milliseconds.

With/Without External Features: In order to understand
the effects of additional features (POI) on event prediction.
The results show in Table V. The WA with/without external
features are 91.67 and 89.23 respectively. This is because
when the vehicle is driving to the POI area, the driver needs
to observe the places on both sides of the road during driving,
which leads to some inattentive driving behaviors. These
inattentive behavior may cause the driver to perform dangerous
driving operations.

In order to take a further look into the details, the predic-
tion results for each type of abnormal driving are shown in
Figure 9, and all of them are over 92%. Moreover, we also
investigate how different types of inattentive events affects the
driver behaviors. As shown in Figure 10. Statistics represent
the number of test sets, and predictions represent the correct
number of predictions. The number of abnormal left lane
changes due to the distracted behavior of the driver’s smoking
was 993, accounting for 58.31%. The number of abnormal
right lane changes due to phone call is 1018, accounting for
63.94%. The number of abnormal deceleration operations due
to the turning back is 1124, accounting for 67.06%. Due to
the phone call, the number of abnormal left lane changes by
the driver was 934, accounting for 58.48%.. More importantly,
by comparing the ground truth of abnormal event distribution

TABLE V
THE METRICS OF WITH/WITHOUT EXTERNAL FEATURE.
7’0
WA (%) WP (%) WP (%) WE (%)
without POI 89.23 89.35 89.35 89.35
with POI 91.67 90.18 90.18 90.18

with our prediction results in Figure 10, it demonstrates that
our proposed model can accurately infer the potential unsafe
operations in advance based on driver current inattentive states.

We also study and analyze the correlations between inatten-
tive driving and abnormal behaviors using real driving cases.
Figure 11(a) shows a trajectory sample of a truck from 1:45
to 3:13 in the morning and the destination is a construction
area (i.e., warehouse, factory). The drivers always need to
contact/call other people to arrange the deliver time or find the
gate to enter, etc. Generally, the driver may use the right hand
to hold the smartphone and only the left hand is on the steering
wheel. Thus the driver will do left turn more frequently due
to human nature to avoid obstacle on road which results in
abnormal left lane changes. Figure 11(b) shows a trajectory
sample of the van from 17:56 to 18:50 in the afternoon, and
the vehicle traveled through a residential or commercial POI.
The driver may get tired after long time working, there will be
a high chance of fatigue driving. Many drivers using cigarette
for fighting fatigue (at least they believe it is useful) and they
will use left hands (window side) to let the smoke vent out.
Thus the driver may only use the right hand to control the
steering wheel which results in abnormal right lane changes.

VI. DISCUSSION

In this section, we discuss the system latency of proposed
models and how these models can be extended with real-time
vehicle motion sensing based on IMU sensors for practical
implications.
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Fig. 12. The recognition accuracy of different time windows.

A. System Latency

In this work, we aim to build robust models which can
be implemented into the real-time driving safety systems. For
inattentive driving identification, the length of the sampling
window (sliding window for data segmentation) plays a very
important role in the latency optimization. It also affects
whether the driver is able to have enough time to react
on road. The size of the sampling window represents the
number of GPS points in the given time period. Therefore,
as shown in Figure 12, we evaluated different window lengths
from 2 points to 7 points. The results show that when the
length of the sampling window is set as 6 - it means 6
GPS cells are included (the time period between each pair
of GPS points in the record is 2 seconds, thus the time
period of a time window is 10 seconds) which achieved the
best accuracy. We acknowledge that most of existing driver
assistance systems usually employ a 3-second threshold to
alert the unsafe event [57]. However, driver inattention is a
complex mental process that may occur before there is any
actual behavior detected. Our purpose is to infer potential
inattentive driving based on the data derived from the vehicle
trajectory/dynamics, thus it is not necessary to use 3 seconds
as the latency limit but a trade-off between the window length
and the detection accuracy is appropriate.

In addition to the analysis of inattentive driving recognition,
how far in advance that our model can predict the abnormal op-
erations is also a critical issue worth discussing. In our design,
the latency of the prediction model Tjgtency basically depends
on the time interval of data (i.e., GPS points) collection T, (2
seconds).

natency = TC xXm, (17)
where m is the number of time intervals between a detected
inattentive event and the abnormal operation that be affected.
In this paper, we set m as 1 and then Tj4tency is 2 seconds,
or it is 2 seconds prior to the abnormal operation. Though
we should predict the unsafe event as earlier as possible, if
the time period is over 3 seconds (Tjgzency Will be at least 4
seconds when m is beyond 2) there may be another unsafe
behavior occurring during such time period.

B. Extended System with IMU Sensors

While our system is able to identify driver inattention and
predict abnormal driving based on trajectory data, the models
proposed in this work are also capable of processing real-time
data obtained from smart/on-board devices (e.g. smartphones)
which have GPS and IMU sensors embedded. More specifi-
cally, the input data/features for each module (i.e., event spot-
ting, inattentive driving recognition and abnormal operation
prediction) have already been extracted from the original GPS
trace after preprocessing. For example, the input vector for
event spotting consists variables such as average acceleration,
average distance, average speed, etc. Then we are using the
vehicle velocity offset as the features for inattentive driving
recognition and combining the velocity, the heading/moving
angle, as well as the geographical (POI and meteorological)
information for abnormal operation prediction. All of these in-
put data/features can be obtained directly using GPS and IMU
sensors (e.g., accelerometer and gyroscope). Consider that the
proposed models do not require a high volume of space on
disk (i.e., the size of Inception v3 is only 989 KB - the largest
one in the system), we are able to implement our proposed
scheme in any off-the-shelf smart devices (i.e., smartphones)
with embedded sensors for practical implications. In addition,
by taking the advantage of a higher sampling rate (e.g. 20
Hz) of smart sensors, we are able to perform the fine-grained
analysis on feature vectors (instead of 2 seconds per GPS point
only) thus further improve the system accuracy while at the
same time minimize the detection and prediction latency.

VII. CONCLUSION

In this paper, we propose a inattentive driving analytics
system that detects driver inattentive behaviors and predicts
abnormal driving operations to reduce the risk of traffic acci-
dents. To achieve the goal, we propose a deep Convolutional
Neural Network (Inception v3), which can better extract the
local features of the trajectory from the set filters of different
widths. We use Smote algorithm to increase the sample size
to balance the sample and adopt the Mixup module to the
trajectory data processing. In the evaluation on large-scale
trajectory data, the overall performance of our model is
promising. The experiment results shows that the proposed
model has great potential to prevent unsafe driving behaviors
and thereby encourage us to further our study on aggressive
driving style analysis and other types of in-vehicle activity
monitoring.

Specifically, as discussed in Section VI-A, the proposed
design is capable of processing real-time sensing data (e.g.,
acceleration and angular speed) obtained from embedded
sensors on smart/on-board devices (e.g. smartphones). In the
future, a hybrid system combining the smartphone GPS and
IMU sensors, as well as wearable devices [6] is desirable
for a comprehensive study of driver behaviors, which could
provide a practical implementation that not only tracks vehicle
dynamics on road, but also monitors driver real-time in-vehicle
activities.
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