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Abstract. Existing work on sensor-based activity recognition focuses mainly on
single-user activities. However, in real life, activities are often performed by mul-
tiple users involving interactions between them. In this paper, we propose Cou-
pled Hidden Markov Models (CHMMs) to recognize multi-user activities from
sensor readings in a smart home environment. We develop a multimodal sensing
platform and present a theoretical framework to recognize both single-user and
multi-user activities. We conduct our trace collection done in a smart home, and
evaluate our framework through experimental studies. Our experimental result
shows that we achieve an average accuracy of 85.46% with CHMMs.

Keywords: Multi-user activity recognition, probabilistic model.

1 Introduction

The problem of recognizing human actions and activities based on video camera has
been studied in computer vision since a decade ago [18, 7]. With the availability of
low-cost sensors and the advancement of wireless sensor networks, researchers in ubiq-
uitous computing are recently interested in deploying various sensors to collect obser-
vations, and recognizing activities based on these observations. This in turn supports
many potential applications such as monitoring activities of daily living (ADLs) [8] for
the elderly.

Recognizing human activities based on sensor readings is interesting since sensors
can capture many useful low-level features of human users, their living environments
and human-to-environment interactions. It is also a challenging task because sensor data
are noisy and human activities are complex in nature. Existing work on sensor-based
activity recognition mainly focuses on recognizing activities of a single user [10, 9,
13,15]. However, activities involving multiple users collaboratively or concurrently are
common in our daily lives, especially in a home setting. For example, family members
always watch TV together in a living room, and prepare meals together in a kitchen.

From social psychology point of view, people often form groups to perform certain
activity collectively not only because they share socially relevant features but also be-
cause they interact and rely on each other to achieve specific goals. Among others, two
distinctive features – social interdependence and task interdependence – are salient [14].
Foremost, they are socially interdependent because they rely on one another for feelings
of connectedness and positive emotional outcomes. This is especially demonstrated in a
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home environment among family members whether affiliated by consanguinity, affinity,
or co-residence.

Understanding activities of multiple users is important for not only psychologists,
but also for computer scientists. In the vision of ambient intelligence, to a great extent,
people who share socially relevant characteristics or features like gender, age, or an
interest in the environment are brought together to form a group. Then, the focus and
interaction again are often on multiple human users within the group instead of single
ones.

Recognizing activities of multiple users is more challenging than that of a single
user. The challenge is to find a suitable model to capture the interactions between users
and perform inference using these observations. In this paper, we propose a temporal
probabilistic models – Coupled Hidden Markov Models (CHMMs) – to model user in-
teractions and recognize multi-user activities. CHMMs are a multi-chained variant of
the basic Hidden Markov Models (HMMs); it couples HMMs with temporal, asymmet-
ric influences. We design a wearable sensor platform capable of capturing observations
of human users and their interactions. Based on this platform, we conduct real-world
trace collection, and evaluate our model through comprehensive experiments to demon-
strate the effectiveness.

In summary, the paper makes the following contributions.

– We investigate the problem of sensor-based, multi-user activity recognition in a
smart home setting, and propose a temporal probabilistic model to recognize activ-
ities in a multi-user scenario.

– We develop a multimodal, wearable sensor platform to capture observations of both
users and their interactions, and conduct trace collection involving two users in a
real smart home.

– We conduct experimental studies to evaluate our proposed model for multi-user
activity recognition.

The rest of the paper is organized as follows. Section 2 discusses the related work. In
Section 3, we present the design of our wearable sensor platform. Section 4 describes
our proposed activity model, and Section 5 reports our empirical studies. Finally, Sec-
tion 6 concludes the paper.

2 Related Work

In ubiquitous computing, researchers are recently interested in recognizing activities
based on sensor readings. Recognition models are typically probabilistic based, and
they can be categorized into static classification or temporal classification. Typical static
classifiers include naı̈ve Bayes used in [10], decision trees used in [10], k-nearest neigh-
bor (k-NN) used in [6], and Support Vector Machine used in [6]. In temporal classifica-
tion, state-space models are typically used to enable the inference of hidden states (i.e.,
activity labels) given the observations. We name a few examples here: HMMs used
in [9, 16], Dynamic Bayesian Network (DBN) used in [13] and Conditional Random
Fields (CRFs) used in [15].
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Some work has been done in modeling interaction process in computer vision. Oliver
et al. [11] proposed and compared HMMs and CHMMs for modeling interactions be-
tween people and classifying the type of interaction based on observations collected
from video camera. Gong et al. [4] developed a dynamically multilinked HMMs model
to interpret group activities based on video camera. Park et al. [12] presented a synergis-
tic track- and body-level analysis framework for multi-person interaction and activity
analysis in the context of video surveillance. An integrated visual interface for ges-
tures was designed in [2] as a platform for investigating visually mediated interaction
with video camera. However, their system only tackled simple gestures like waving and
pointing.

Most of the existing work on multi-user activity recognition used video data only.
One possible reason is that it is rather hard to determine hidden parameters of HMMs
in the case of multimodal group action or activity recognition, where features from each
modal are concatenated to define the observation model [19]. Wyatt et al. [17] presented
a privacy-sensitive DBN-based unsupervised approach to separating speakers and their
turns in a multi-person conversation. They addressed the problem of recognizing se-
quences of human interaction patterns in meetings with two-layer HMMs using both
audio and video data. Different from these work, we deploy a multimodal sensor plat-
form, and show that how sensor modality plays a role in multi-user activity recognition.

3 Multimodal Wearable Sensor Platform

We built our wearable sensor platform as shown in both Figure 1 and Figure 2. This
platform measures user movement (i.e., both hands), user location, human-object inter-
action (i.e., objects touched and sound), human-to-human interaction (i.e., voice) and
environmental information (i.e., temperature, humidity and light). To capture acceler-
ation data, we used a Crossbow iMote2 IPR2400 processor and radio board with the
ITS400 sensor board, as shown in Figure 1d. The ITS400 sensor board also captures en-
vironmental information such as temperature, humidity and light. To capture object use,

Fig. 1. (a) Wearable sensor set, (b) Audio
recorder, (c) iMote2 with ITS400, (d) RFID
wristband reader

Fig. 2. (a) Servers for logging sersor read-
ings, (b) iMote2 receiver, (c) Mica2Dot re-
ceiver
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we built a customized RFID wristband reader which incorporates a Crossbow Mica2Dot
wireless mote, a Skyetek M1-mini RFID reader and a Li-Polymer rechargeable battery.
The wristband is able to detect the presence of a tagged object within the range of 6 to 8
cm. To capture the vocal interaction between users, we use a commercial audio recorder
to record audio data as shown in Figure 1b. To determine user identity, the device IDs
of each iMote2 set and RFID reader are logged and bound to a specific user.

The sampling rate of the RFID readers is set to 2 Hz and the sampling rate of the
3-axis accelerometer in each iMote2 is set to 128 Hz, and the sampling rate of audio
recorder is set to 16 KHz. When a user performs activities, the acceleration readings
from each iMote2 set are transmitted wirelessly to a local server (shown in Figure 2a,
left or middle) which runs on a laptop PC with an iMote2 IPR2400 board connected
through its USB port. When a user handles a tagged object, the RFID wristband reader
scans the tag ID and sends it wirelessly to another server (shown in Fig. 2a, right)
that can map the ID to an object name. In addition, human voice and environmental
sound are recorded by the audio recorder. All the sensor data are logged separately with
timestamps, and will be merged into a single text file as the activity trace for each user.

4 Multi-chained Temporal Probabilistic Model

In this section, we first describe our problem statement, then present a multi-chained
temporal probabilistic activity model.

4.1 Problem Statement

We formulate our multi-user activity recognition problem as follows. We assume that
there are a number of training datasets, where each training dataset corresponds to each
user. Each training dataset O consists of T observations O = {o1, o2, ... , oT } associated
with activity labels {A1, A2, ... , Am}, where there are m activities and activities can be
single-user ADLs or multi-user ADLs. For a new sequence of observations correspond-
ing to a user, our objective is to train an appropriate activity model that can assign each
new observation with the correct activity label.

4.2 Feature Extraction

After obtaining sensor readings, we first need to extract appropriate sensor features. We
convert all the sensor readings to a series of observation vectors by concatenating all
of the data observed in a fixed time interval which is set to one second in our exper-
iments. Our feature extraction process generates a 47-dimensional observation vector
every second. Different types of sensors require different processing to compute various
features.

For acceleration data, we compute the features including mean, variance, energy,
frequency-domain entropy, and correlation. The DC feature is the mean acceleration
value over the window. Variance is used to characterize the stability of the signal. The
energy feature captures the data periodicity, and is calculated as the sum of the squared
discrete FFT component magnitudes of the signal. Frequency-domain entropy helps to
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discriminate activities with similar energy values, and is calculated as the normalized
information entropy of the discrete FFT component magnitudes of the signal. Correla-
tion is calculated between every two axes of each accelerometer and between all pair-
wise combinations of axes on different accelerometers. This feature aims to find out the
correlation among the different axes of the two accelerometers.

For audio data, we compute both time-domain and frequency-domain features. The
time-domain features measure the temporal variation of audio signal, and consist of
three features. The first one is the standard deviation of the reading over the window,
normalized by the maximum reading in the window. The second one is the dynamic
range defined as (max - min) / max, where min and max represent the minimum and
maximum readings in the window. The third is Zero-Crossing Rate (ZCR), which mea-
sures the frequency content of the signal and is defined as the number of time-domain
zero crossings in the window. In the frequency-domain, we compute two features – cen-
troid (the midpoint of the spectral power distribution) and bandwidth (the width of the
range of frequencies that the signal occupies).

For RFID reading or location information, we use object name or location name
directly as features. For each RFID wristband reader, we choose the first object in a
one-second window since a user is unlikely to touch two or more objects in such a short
interval. If no RFID reading is observed or in the presence of a corrupted tag ID, the
value will be set to NULL.

We then transform these observation vectors into feature vectors. A feature vector
consists of many feature items, where a feature item refers to a feature name-value
pair in which a feature can be numeric or nominal. We denote a numeric feature as
num f eaturei. Suppose its range is [x, y] and an interval [a, b] (or in other forms, (a, b],
[a, b), or (a, b)) is contained in [x, y]. We call num f eaturei@[a, b] a numeric feature
item, meaning that the value of num f eaturei is limited inclusively between a and b. We
denote a nominal attribute as nom f eature j. Suppose its range is {v1, v2, ..., vn}, we call
nom f eature j@vk a nominal feature item, meaning the value of nom f eature j is vk.

The key step of transformation is to discretize numeric features. We follow the
entropy-based discretization method [3], which partitions a range of continuous values
into a number of disjoint intervals such that the entropy of the partition is minimal.

Then we can directly combine the feature name and its interval into a numeric feature
item. For the nominal feature, the feature name and its value are combined as a nominal
feature item. For the LEFTOBJ and RIGHTOBJ features, we merge them into one
feature by computing LEFTOBJ ∪ RIGHTOBJ without losing any essential objects
during the user-object interaction due to user’s handedness. All the feature items will
be indexed by a simple encoding scheme and used as inputs to the probabilistic model
described in the next section.

4.3 Coupled Hidden Markov Models

After feature extraction, we obtain a sequence of feature vectors for each user, where
a feature vector f = { f1, f2, ... , fT } is associated with activity labels {A1, A2, ... , Am}.
A typical temporal probabilistic framework to model each user’s sequence is HMMs
which consist of a hidden variable and an observable variable at each time step. In this
case, the hidden variable is an activity label, and the observable variable is a feature
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Fig. 3. Structure of CHMM

vector. For multiple sequences of observations corresponding to multiple users, we can
factorize the basic HMMs into multiple channels to model interaction processes. We ex-
ploit CHMMs to model multi-user sequences involving user interactions. The CHMMs
was originally introduced in [1], and it couples HMMs to capture inter-user influences
across time.

To illustrate, as shown in Figure 3, there are two sequences of states A and B with
observation Oa and Ob, respectively, at each time slice t. A two-chain CHMMs can be
constructed by bridging hidden states of its two component HMMs at each time slice
with the crosswork of conditional probabilities Pat |bt−1 and Pbt |at−1 .

Inference for CHMMs. The posterior of a state sequence through fully coupled two-
chain CHMMs is defines as follows.

P(S |O) =
πa1 P(oa

1|a1)πb1 P(ob
1|b1)

P(O)

T∏

t=2

[Pat |at−1 Pbt |bt−1 Pat |bt−1 Pbt |at−1 P(oa
t |at)P(ob

t |bt)] (1)

where πa1 and πb1 are the initial probabilities of states, Pat |at−1 and Pbt |bt−1 are the inner-
chain state transition probabilities, Pat |bt−1 and Pat |bt−1 are the inter-chain state transition
probabilities modeling the interactions, P(oa

t |at) and P(ob
t |bt) are the output probabilities

of the states, we employ the Gaussian distribution in this case.
The CHMMs inference problem is formulated as follows. Given an observation se-

quence O, we need to find a state sequence S which maximizes P(S |O). The inference
algorithm – Viterbi – for HMMs could be applied to CHMMs as well with some mod-
ifications. The key point is, for each step, we need to compute both the inner-chain
and inter-chain state transition probability, i.e., Pat |at−1 Pbt |bt−1 and Pat |bt−1 Pbt |at−1 . The al-
gorithm outputs the best state sequence S which involves two state sequences S a and
S b corresponding to the recognized activity sequences for the two users.

Parameter Estimation in CHMMs. There are many existing algorithms for training
HMMs such as Baum-Welch. Since a two-chain CHMM C can be constructed by join-
ing two component HMMs A and B and taking the Cartesian product of their states, we
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define our training method as follows. We first train A and B following the maximum
likelihood method, and then, we couple A and B with inter-chain transition probabilities
which can be learnt from training datasets. This method is efficient since we do not need
to re-train the CHMMs.

4.4 Activity Recognition Using CHMMs

For each user, the wearable sensors produce an observation sequence. The observa-
tion sequence will be divided into a training sequence and a testing sequence. We first
compute a feature vector extracted from the observation sequence in every one second
interval, which each feature vector contains many feature values as described in Sec-
tion 4.2. We then obtain a sequence of feature vectors for each user. These sequences,
corresponding to multiple users, will be the inputs to a CHMM.

To apply CHMMs for recognizing activities of multiple users, the model will be
first trained from multiple training sequences corresponding to multiple users, and the
trained models is then used to infer activities given multiple testing sequences. For
example, to apply CHMMs, we build a CHMM for multiple users where each single-
chain HMM is used for each user and each hidden state in the HMM represents one
activity for the user. Given multiple training sequences, we train the CHMM using
the parameter estimation method described in Section 4.3. When testing, the multiple
testing sequences are fed into the trained CHMM, the inference algorithm then outputs
multiple state sequences for each single-chain HMM as the labeled sequences for each
of the users.

5 Experimental Studies

We now move to evaluate our proposed activity recognition models. We use the dataset
collected in [5]. The dataset contains the observations of two subjects performing a total
number of 21 activities (shown in Table 1) over a period of two weeks.

5.1 Evaluation Methodology

We use ten-fold cross-validation to generate our training and test datasets. We evalu-
ate the performance of our methods using the time-slice accuracy which is a typical
technique in time-series analysis. The time-slice accuracy represents the percentage of
correctly labeled time slices. The length of time slice Δt is set to 1 second as our experi-
ment shows different Δt doest not affect accuracy much. This time-slice duration is short
enough to provide precise measurements for most of activity recognition applications.
The metric of the time-slice accuracy is defined as follows.

Accuracy =

N∑
n=1

[predicted(n) == ground truth(n)]

N
(2)

where N = T
Δt .
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Table 1. ADLs Performed in Our Trace Collection

Single-user ADLs Multi-user ADLs

0 brushing teeth 8 vacuuming 15 making pasta

1 washing face 9 using phone 16 cleaning a dining table

2 brushing hair 10 using computer 17 making coffee

3 making pasta 11 reading book/magazine 18 toileting (with conflict)

4 making coffee 12 watching TV 19 watching TV

5 toileting 13 eating meal 20 using computer

6 ironing 14 drinking

7 making tea

Table 2. Accuracy for
CHMMs

User
CHMMs

Single-user
ADLs

Multi-user
ADLs

Overall

user 1 74.79% 96.91% 82.22%
user 2 85.11% 95.91% 88.71%
overall 79.95% 96.41% 85.46%

5.2 Results

In this experiment, we evaluate the accuracy of our proposed model. Table 2 shows
the result. We achieve an accuracy of 85.46% for CHMMs. CHMMs perform better in
multi-user ADLs than single-user ADLs. This probably can be explained as follows.
For multi-user ADLs, the observations from both users are useful in the model since
both users are performing the same activity. Hence, coupling two single-chain HMMs
is effective to recognize multi-user activities. However, when recognizing single-user
ADLs for one user, the observations from other users will become background noise,
and hence they will have negative effects in model prediction. In this case, coupling two
single-chain HMMs may weaken the posterior probability we compute for single-user
activities.

Table 3 presents the confusion matrix for CHMMs. The activity serial numbers in
both tables are identical to the numbers in Table 1. The values in each table are per-
centages, indicating that the percentage of the entire observation sequence for each
activity is predicted correctly, and the percentages are predicted as other labels. For
CHMMs, the activities such as brushing hair (single-user ADL), toileting (single-user
ADL), using computer (single-user ADL), toileting (multi-user ADL) and watching TV
(multi-user ADL) give the highest accuracies, and the activities brushing teeth (single-
user ADL), reading book/magazine (single-user ADL), watching TV (single-user ADL)
perform the worst. Most confusion takes place in the following cases:

Case 1: A single-user ADL is predicted as another single-user ADL. For example, the
result shows that, for making coffee, while 74.7% of its entire observations are predicted
correctly, 25.3% of them are predicted as making pasta.

Case 2: A single-user ADL is predicted as a multi-user ADL. For example, the result
shows that, for reading book/magazine (single-user ADL), 24.4% of its observations are
predicted as watching TV (multi-user ADL).

Case 3: A multi-user ADL is predicted as another multi-user ADL. For example,
for making pasta (multi-user ADL), the result shows that 10.0% of its observations are
predicted as cleaning a dining table (multi-user ADL).
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Table 3. Confusion Matrix of CHMMs

Ground Truth Activities

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

P
re

di
ct

ed
A

ct
iv

it
ie

s

0 27.8 2.4 0 0 0 0 0 0 0 0 0 0 0 0.1 0 0 0 0 0 0 0

1 72.2 97.6 0 0 0 0 0 0 0 0 0 0 0 5.0 0 0 0 0 0 0 0

2 0 0 100.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 92.9 25.3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 0 7.1 74.7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 0 0 0 100.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 93.7 1.1 0 0 0 0 0 0 0 0 0 0 0 0 0

7 0 0 0 0 0 0 1.7 93.9 3.5 0 0 0 0 0 0 0 0 0 0 0 0

8 0 0 0 0 0 0 0 0 95.6 0 0 0 0 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 0 100.0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 100.0 0 0 0 0 0 0 0 0 0 0

11 0 0 0 0 0 0 0 0 0 0 0 68.0 1.7 0 0 0 0 0 0 0 0

12 0 0 0 0 0 0 0.4 0 0 0 0 4.8 43.3 0 0 0 0 0 0 0 0

13 0 0 0 0 0 0 0.4 0 0 0 0 0.4 0 84.9 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0.3 0 0 0 0 0.4 0.1 0 90.2 0 0 0 0 0 0

15 0 0 0 0 0 0 2.5 0 0 0 0 0.6 0.1 0 0 90.0 4.9 0 0 0 0

16 0 0 0 0 0 0 0.3 0 0 0 0 0.4 0 5.5 0 10.0 95.1 8.8 0 0 0

17 0 0 0 0 0 0 0.3 5.0 0 0 0 0.6 0.1 0.1 0 0 0 91.2 0 0 0

18 0 0 0 0 0 0 0.2 0 0 0 0 0.4 0.1 4.4 0 0 0 0 100.0 0 0

19 0 0 0 0 0 0 0 0 0.1 0 0 24.4 54.4 0 0.2 0 0 0 0 100.0 0

20 0 0 0 0 0 0 0 0 0.8 0 0 0 0.1 0 9.7 0 0 0 0 0 100.0

6 Conclusions and Future Work
In this paper, we study the fundamental problem of recognizing activities of multiple
users from sensor readings in ubiquitous computing, and propose a multi-chained tem-
poral probabilistic model. Our evaluation results demonstrate the effectiveness of our
model.

For our future work, we will investigate a possible future research direction – to
recognize activities in a more complex scenario where single-user ADLs and multi-
user ADLs are mixed with interleaved (i.e., switching between the steps of two or
more activities) or concurrent (i.e., performing two or more activities simultaneously)
activities. Recognizing activities in such a complex situation can be very challenging
while we consider both single-user and multi-user activities at the same time, and hence,
an in-depth study is required.
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