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Abstract—Long-range (LoRa) is an attractive low-power wide-
area networks (LPWANs) technology for its features of low power,
long range and support for concurrent transmission. Our study
reveals LoRa concurrent transmission suffer from the mismatch
between sender’s reception (RX) and gateway’s transmission
(TX) window, which leads to the decline of goodput even the
throughput is improved. Our experiment shows that goodput only
accounts for two-fifths of throughput in concurrent transmissions
with 48 nodes at a duty cycle of 20%.

This paper presents a window match scheme named Cantor
which improves the goodput of LoRa concurrent transmission
by controlling the RX window size. Cantor does not require
the frequent exchange of controlling information. Instead, it
introduces a novel concurrent transmission model to estimate
downlink packet reception rate (PRR) with different network
parameters, a regression model is used to make the result more
realistic. Then we propose a simple optimization algorithm to
select optimal RX window sizes in which nodes are able to receive
acknowledgments. We implement and evaluate Cantor with
commodity LoRa gateway and nodes, and conduct experiments
in different scenarios. Experiment results show that Cantor
increases the goodput by 70% and reduces energy consumption
by 30% in LoRa concurrent transmissions with 48 nodes operate
at a duty cycle of 20%.

Index Terms—LoRa, Concurrent Transmission, Window Mis-
match, Goodput

I. INTRODUCTION

LPWANS have been playing a key role in the Internet of
Things (IoT) [1]. As one of the major industry initiated

LPWANs technologies, Semtech’s LoRa technology and its
open LoRaWAN protocol developed by LoRa Alliance [2]
offer an efficient, flexible and economical solution to real-
world problems [3]–[12], and several enterprises have built
their LoRa ecosystems, such as Alibaba Cloud, MachineQ
and Vinduino, 140 million LoRa nodes to be deployed in 51
countries by the end of 2020 [13].
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It is known that LoRa is popular for its features of long
range, low power and support for concurrent transmission.
Concurrency increases throughput in LoRa significantly, how-
ever, from our real-world experiments in LoRa concurrent
transmissions, we observe that the majority of improved
throughput are not goodput, but duplicate packets as detailed
in Section II. Transmitting duplicate packets not only wastes
bandwidth but also consumes more energy.

We analyze this phenomenon and discover that the sus-
tained concurrent uplink transmissions may block downlink
transmissions, and any failure of downlink transmissions cause
retransmissions, which decreases the goodput eventually. We
analyze this phenomenon by giving an example, as illustrated
in Fig.1. Three nodes transmit data to the gateway randomly,
the end times of these transmissions are different due to
their different start times, packet sizes and data rates. These
differences may keep the gateway in the RX mode for a
long period in order to receive uplink transmissions. When
Sender 1 completes its transmissions, it opens an RX window
(i.e., RX1, in which node receives downlink transmissions,
not the mode of gateway) to receive downlink transmissions
(i.e., ACK), but the gateway is busy receiving packets from
Sender 2 and cannot acknowledge Sender 1. When Sender
2 completes its transmission, since there are no incoming
packets, the gateway is switched to the TX mode for sending
an ACK for Sender 1 (this period is also called as gateway’s
TX window in the following sections), but Sender 1 has
closed its RX1 window to save energy. When Sender 1 re-
opens another RX window (i.e., RX2), the gateway has been
occupied by Sender 3’s uplink transmissions. Sender 1 finally
starts retransmission, but in turn, the retransmission will block
the downlink transmissions for Sender 3.

In a nutshell, when a single node transmits data to the
gateway, the gateway can successfully acknowledge the sender
because its TX window matches the sender’s RX window
mutually. However, when multiple nodes transmit data concur-
rently, the downlink transmissions to acknowledge senders can
only be activated when the gateway completes receiving the
current uplink transmission. Although the existing design in
LoRa gateway has two radio chips and supports full duplex, its
Radio Frequency (RF) module is occupied by uplink transmis-
sions (i.e., its both radios in the RX mode) while concurrent
uplink transmissions occur. In this case, the gateway’s TX
window may miss the sender’s RX windows, resulting in ACK
lost which triggers retransmission. The mismatch between
gateway’s TX window and sender’s RX window is essentially
due to the fact that sustained concurrent uplink transmissions
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Fig. 1. Window mismatch problem in LoRa

block downlink transmissions.
To address the window mismatch problem, Negative Ac-

knowledgement (NAK) [14] can be used to avoid acknowl-
edging all received packets, and the gateway only responds
to a node if its packets are lost. However, such downlink
responses may still be blocked by uplink transmissions. To
make it worst, the lost packets may have been flushed from
the node’s memory.

Designing an effective window match control scheme for
LoRa concurrent transmission is not a trivial task. From our
experimental studies detailed in Section II, we observe that
although uplink transmissions from 48 nodes with a duty cycle
of 20% occupy most of time slots of the gateway, the gateway
can still find available time slots for downlink transmissions.
If the sender’s RX windows can be controlled to match
downlink transmissions, the window mismatch problem can be
significantly alleviated or avoided completely. For example, as
illustrated in Fig.1, Sender 1 may postpone its RX1 to RX1′ to
receive downlink transmissions, and Sender 2 may do likewise.

However, controlling RX window requires a frequent ex-
change of control messages between the gateway and nodes,
which will inevitably introduce extra overhead. Thereby it is
not feasible in LoRa for the following constraints: 1) LoRa
node is low-power, and frequent control information exchange
consumes more energy; 2) It is more likely that the control
information to nodes will be blocked by uplink transmissions,
similar to the case of ACK.

In addition, prolonging RX window size may also enhance
the probability of matching RX windows and downlink trans-
missions without frequent information exchange. However, it
may increase the whole energy consumption of nodes due
to longer RX windows consume more energy. This paper
essentially studies the theoretical model of the relationship
between the RX window size and the reception probability of
downlink transmissions, and on this basis, improves the recep-
tion probability of downlink transmissions without increasing
additional energy consumption of nodes.

In this paper, we propose a control scheme named Cantor
to address the window mismatch problem in LoRa concurrent
transmission. The design of Cantor stems from the following
key insight: the node access time distribution follows a uni-
form distribution, which is the result of probability statistics.
Based on this insight, Cantor constructs a theoretical concur-
rent transmission model to estimate the downlink PRR with
different network parameters, and obtain the realistic result
through regression. Based on this model, the gateway selects
an appropriate RX window size to achieve optimal goodput.

An appropriate RX window size can be sent to each node
during the initial network phase, avoiding exchanging control
information frequently during the operation of network.

The contributions of this paper are summarized as follows:
Contributions:
• We discover the window mismatch problem in LoRa con-

current transmission and its negative impact on goodput
through our extensive experiments. Our analysis shows
that this problem can be significantly alleviated if the
RX window size can be well controlled.

• We propose a novel window match control scheme
named Cantor to address the challenges in controlling
RX window size, which consists of: 1) a LoRa concur-
rent transmission model based on the node access time
distribution, to estimate theoretical downlink PRR; 2) a
simple optimization algorithm named WW to select an
appropriate RX window size in advance.

• We implement Cantor on LoRa devices and deploy exper-
iments in four different scenarios, including both indoor
and outdoor. Our results reveal that with 48 LoRa nodes
deployed, Cantor achieves about 70% goodput gain and
decreases energy consumptions by 30% over prior LoRa
transmission systems.

II. PRELIMINARY AND MOTIVATION

In this section, we first present our motivation behind
the design of Cantor, then conduct a thorough experimental
study to reveal the issues that exist in LoRa’s concurrent
transmission.

A. Preliminary

In LoRa, the gateway can scan 8 channels (IF0 to IF7)
for preambles at all times. Besides, packets using different
spreading factors (SFs) (SF = 6 ∼ 12) can be demodulated
simultaneously even in the same channel (SF = 6 is used
for specific circumstances, and we do not consider it in
concurrency).

Moreover, the existing design in LoRa gateway has two
radio chips and supports full duplex, but it cannot start
downlink transmissions while concurrent uplink transmissions
occur since its RF module is occupied by uplink transmissions
(i.e., both radios in the RX mode). In this case, the gateway
has to switch at least one of the two radios from RX to TX in
order to start a downlink. The change in mode would disable
all uplink traffics in the channels that are connected to the
radio. On the other hand, if the uplink transmission is on
continuously, the downlink ACK will miss the RX windows
of nodes.

B. Downlink Transmission vs. Concurrent Uplink Transmis-
sion

In wireless network, throughput and goodput are two impor-
tant metrics to measure transmission performance. Throughput
refers to the end-to-end number of bytes received, and goodput
refers to the effective bytes that exclude retransmitted packets.
Besides, PRR is another important metric, and we consider
both uplink and downlink PRRs.
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Fig. 2. Throughput vs. Goodput
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In this section, we present the preliminary results about
goodput and downlink PRR in LoRa concurrent transmission,
which motivate the design of an effective window match
control scheme.

Experiment settings. We deploy a LoRa gateway and 48
LoRa nodes in different environments (i.e., a 15 m × 18 m
office, a 7.5 m × 6.6 m lab, a playground and an open area
near our school) for experiments. These nodes operate in 8
different channels and each channel has 6 different SFs, the
size of RX window is set to 20 ms, the initial duty cycle of
node is set to 0.01, and then gradually increase to 0.25. Each
experiment lasts about 2 hours. The detailed information about
our experiment settings is shown in Table I.

Throughput and goodput. Fig.2 depicts the relation be-
tween goodput and throughput in LoRa concurrent transmis-
sions. Unlike what we expect that both should grow linearly,
the goodput drops significantly with the throughput increases.
We analyze this phenomenon and discover that the main reason
is that retransmitted packets account for a large proportion of
the traffic.

PRR of uplink and downlink. Fig.3 shows the PRR of
uplink and downlink with different duty cycles. These results
further explain the reason why there is a difference between
throughput and goodput, i.e., uplink transmissions block a
significant amount of downlink traffics in order to finish the
ongoing concurrent transmissions. It hence results in higher
uplink PRR but lower downlink PRR.

C. Node’s RX Window Matches Gateway’s TX Window

The above results reveal that the goodput is much lower
than throughput in LoRa concurrent transmission. This section
presents our analysis of the results.

We first study both uplink and downlink transmissions of
LoRaWAN and then analyze the changes of gateway and
nodes’ states. The gateway has two states: receiving (RX
mode) and transmitting (TX mode), the node has four states:
sending, idling, receiving and dormant. As a specific result,
Fig.4 shows the states of the gateway and nodes. From the
first glance of Fig.4, the gateway is almost fully occupied by
uplink transmissions. Therefore, it is crucial to know if the
gateway has no chance to make downlink transmissions.

We now analyze this example and explain the reason behind
it. In the gateway’s state result, the total time of RX mode
account for 71.2%, and only 98 303 ms are left for downlink
transmissions. During this experiment, 1279 packets are re-
ceived by the gateway, and 15× 1279=19 185 ms are needed

Fig. 4. The states of gateway and nodes
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Fig. 5. CDF of gateway’s state duration: (a)TX duration; (b)RX
duration

for acknowledging these packets, which is just a tiny fraction
in terms of gateway’s total TX time ( 1918598303 ≈ 0.195). It
implies that the overall time of TX mode is enough for the
gateway to acknowledge all senders.

We further analyze the CDF of gateway’s RX and TX
duration. Fig.5(a) plots the CDF of TX durations, and the
TX durations that less than 15 ms only account for 6.54%, and
most TX durations are more than 15 ms (in these experiments,
the length of ACK is about 15 ms), it means that each TX
duration is short, but it is able to afford the transmission of
ACK.

We plot the CDF of RX durations in Fig.5(b), which shows
that 90% of gateway’s RX durations fall between 45 ms and
1000 ms. Considering the node’s receive delays are about
1000 ms and exceed most of the gateway’s RX durations, it
means that the node is able to match at least one gateway’s
TX duration.

From the above analysis, we conclude that even 48 nodes
send packets to the gateway concurrently with a duty cycle
of 20%, the gateway has enough time to acknowledge all the
nodes.

III. NETWORK MODEL AND PROBLEM FORMULATION

We consider a multi-channel, multi-SF LoRa network
which consists of one gateway and n LoRa nodes. There are
an uplink and a downlink between each node and the gateway.
The network can be represented by a star with the gateway at
the center and nodes connected to the gateway directly.

The total number of nodes with different SFs is nsf , sf ∈
[7, 12] respectively, each node works with a certain duty cycle
of µ =

asf
Tsf

, Table II lists notations used in this paper.
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TABLE I: DETAILED EXPERIMENT SETTINGS

SF Air time of each packet (ms) Active time (s) Data rate of each SF node with different duty cycles (packet/s)
1% 5% 10% 15% 20% 25%

7 46 2.086 0.0048 0.0240 0.0479 0.0719 0.0959 0.1198
8 93 2.136 0.0047 0.0234 0.0468 0.0702 0.0936 0.1170
9 164 2.204 0.0045 0.0227 0.0454 0.0681 0.0907 0.1134
10 323 2.363 0.0042 0.0212 0.0423 0.0635 0.0846 0.1058
11 660 2.7 0.0037 0.0185 0.0370 0.0556 0.0741 0.0926
12 1150 3.19 0.0031 0.0157 0.0313 0.0470 0.0627 0.0784
Total data rate of all 48 nodes with different duty cycles (packet/s) 0.2007 1.0033 2.0067 3.0100 4.0133 5.0166

TABLE II: NOTATIONS IN PROBLEM FORMULATION

Notation Meaning
µ Duty cycle
Tsf Work cycle duration for different SF nodes
δ Time slot
asf Active time
lsf δ The packet air time
γδ The ACK message air time
t1 Receive delay for the first RX window
t2 Receive delay for the second RX window
ta The size of RX window

Rmax The maximum number of retransmission

Energy consumption. A LoRa node has four states: dor-
mant, idle, receiving and sending. According to the datasheet
of SX1278 [15], in the dormant state, radio module and MCU
are all off, the energy consumption in this state is Idormant <
0.2µA; In the idle state, RC oscillator is enabled, the energy
consumption is about Iidle = 1.6 mA; In the receiving and
sending states, MCU and radio modules are on, and the energy
consumed is more than that in other states, they are about
Ireceive = 12 mA, Isend = 120 mA (maximum power).

Therefore, for a node that sends data with SF = x, the
consumed energy in a work cycle duration Tx is ET (t1,t2,ta)

x :

ET (t1,t2,ta)
x ≈ tdormant · Idormant + (t1 + t2) · Iidle

+2ta · Ireceive + lxδ · Isend
(1)

Problem formulation. Our main goal is to send data and
receive ACK at proper durations that maximizes the expected
goodput, while the energy consumed for sending a packet
successfully does not increase. According to the analysis of
subsection II-B, the main reason for the decrease of goodput
is unnecessary retransmissions (unnecessary retransmission is
the retransmission initiated when the gateway has received
the packet from the node, but the node has not received the
ACK from the gateway). Although maximizing downlink PRR
can reduce unnecessary retransmissions and improve goodput
directly, we define the objective function as minimization
of the expected transmission times, to introduce the energy
consumption into our optimization goal through expected
transmission times. Therefore, the optimization problems can
be formulated as follows.

Min

E (Rt) =

Rmax∑
i=1

i · pr (1− pr)i−1, i ∈ [1, Rmax] (2)

Subject to
t1 ≥ tprocess (3)

t1 + t2 + 2ta + lxδ = tactive (4)

∆Ex = E
(t′1,t

′
2,t

′
a)

x − E(t1,t2,ta)
x ≤ 0 (5)

Where E (Rt) is the expected transmission times of node
for a certain packet, i is transmission times and pr is the
probability that the sender receives the ACK from the gateway.
E

(t1,t2,ta)
x is the average energy consumed for transmitting

a packet successfully (it means that not only the gateway
receives the packet, but also the sender node receives the ACK)
with parameters t1, t2 and ta, E(t1,t2,ta)

x can be expressed as:

E(t1,t2,ta)
x = E (Rt) · ET (t1,t2,ta)

x (6)

t′1, t′2 and t′a are the updated t1, t2 and ta, the detailed
update steps are shown in algorithm 1. ∆Ex is the difference
between the updated energy consumption and the one before
update.

Although the problem has been formulated, we cannot solve
this optimization problem directly, because the downlink PRR
is unknown. Therefore, our solution is to design a model
to calculate the downlink PRR under each network setting,
and then find out the appropriate parameters that satisfy the
objective function and constraints.

IV. CONCURRENT TRANSMISSION CONTROL SCHEME

A. Cantor Overview
We design an effective control scheme named Cantor,

aiming to achieve high goodput in LoRa concurrent trans-
mission. Cantor operates at the gateway and can essentially
increase downlink PRR at node through searching the optimal
transmitting parameters. Cantor has three major components: a
theoretical concurrent transmission model, a regression model
and an optimizer. To understand how Cantor works, Fig. 6
depicts these three components. And we describe each com-
ponent as follows.

1) Theoretical Concurrent Transmission Model. This
model is constructed to calculate the downlink PRR.
In the initial stage of the network, the gateway collects
packets from nodes, Cantor analyzes these packets to
obtain the network parameters (such as the total number
of nodes with different SFs, the distribution of nodes in
each channel, the duty cycles, the size of data, receive
delay of t1, t2 and the size of RX window) and set
these parameters in the model to calculate the theoretical
downlink PRR. How to build the model is detailed in
subsection IV-B.

2) Concurrent Transmission regression Model. Cantor
calculates the downlink PRR through theoretical mod-
el, however, the theoretical model does not consider
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clock skew and channel quality which may vary in
real scenarios, as a result, the theoretical PRR obtained
may not be accurate. Therefore, a regression model
should be applied to get a more realistic PRR before the
optimizer. How to train the regression model is detailed
in subsection IV-C.

3) Optimizing the Network Parameters. Based on above
two models, Cantor estimates the real downlink PRR
with different network parameters, the optimization al-
gorithm called WW (Wane and Wax) could select the
optimal transmission parameters that satisfy the objec-
tive function for nodes. This process is described in
subsection IV-D.

B. Theoretical Concurrent Transmission Model

We analyze LoRa concurrent transmission with multi-
channel and multi-SF . Specifically, multiple nodes with d-
ifferent SFs transmit data concurrently on the same channel,
and on the other hand, nodes occupy different channels may
transmit data concurrently with any SF .

The total number of nodes accessing gateway. In order to
analyze concurrent transmission, the access process of nodes
should be carefully modeled. Here, we study the distribution
of node access time through experiment that conducted in
section II-B, we record nodes’ access times and find that
the numbers of packets in each time period are similar. As
shown in Fig.7, we divide one hour experiments’ data into
20 durations to imply the packets’ access times distribution,
the result depicts that the node access time fits uniform
distribution.

RX Window

RX Window size tₐ 

ACK

Slot time  

Node start receiving 
ACK in this slot

ACK size S

Fig. 8. ACK reception window (RX window)

As shown previous, the node operates with a duty cycle
of µ in a work cycle Tsf , a node accesses the gateway
randomly within Tsf , and the access time is a random variable
Bsfi , i = 1, 2, ..., nsf . Each random variable is independently
and identically distributed, thus we use the uniform distribu-
tion to describe node access time: Bsfi ∼ U [0, Csf ] , Csf =
Tsf − αsfδ.

The size of RX window. We now analyze the effect of RX
window size. As shown in Fig.8, the RX window size is ta
that is larger than ACK transmission time γδ. Thus the sender
has ta

δ − γs + 1 time slots (assuming a time slot is 1 ms) to
start receiving ACK within the RX window.

The probability of receiving ACK in RX1.
If a node with SF = s accesses the gateway at t0 and

receives the gateway’s reply in the first RX window (RX1),
the following requirements must be satisfied:

a) No node with SF > 7 accesses the gateway in the time
period [t0+lsδ+t1−l7δ+(i−1)δ, t0+lsδ+t1+(i−1)δ], and
no node with SF = 7 accesses the gateway in the time period
[t0+ lsδ+t1− l7δ+δ+(i−1)δ, t0+ lsδ+t1+(i−1)δ], which
i ∈ [1, taδ − γs + 1]. This probability is calculated in (7).

If the ACK receiving is started at the ith slot of RX1, and
the time moment of this slot is t0 + lsδ+ t1 +(i−1)δ (we use
t(1) to simplify the expression), it means that there is no uplink
transmission at this moment or an uplink transmission is just
finished. If there is an uplink transmission with SF = 7 is just
finished at t(1) (we consider other uplink transmission cases
with SF > 7 in requirement b)), the latest start time of this
transmission is t(1) − l7δ, otherwise, the transmission cannot
finish at t(1), and the ACK receiving is blocked. Therefore,
there is no node with SF > 7 accessing the gateway in
the time period [t(1) − l7δ, t(1)], and no node with SF = 7
accessing the gateway in the time period [t(1) − l7δ + δ, t(1)].
As shown in Fig. 9, the longer gray rectangle presents this
period. The probability pscr1_1 is calculated as follows:

pscr1_1 =
[
1− P7

(
t(1) − l7δ + δ ≤ t ≤ t(1)

)]
12∏
j=8

[
1− Pj

(
t(1) − l7δ ≤ t ≤ t(1)

)] (7)

In (7), 1−P7

(
t(1) − l7δ + δ ≤ t ≤ t(1)

)
denotes the prob-

ability that no node with SF = 7 accesses the gateway in the
time period [t0 + lsδ+ t1− l7δ+ δ+ (i− 1)δ, t0 + lsδ+ t1 +

(i−1)δ], and
12∏
j=8

[
1− Pj

(
t(1) − l7δ ≤ t ≤ t(1)

)]
denotes the

probability that no node with SF > 7 accesses the gateway
in the time period [t0 + lsδ + t1 − l7δ + (i − 1)δ, t0 + lsδ +
t1 + (i− 1)δ].
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Fig. 9. Sender receives reply in RX1

b) No node with SF = x accesses the gateway in the time
period [t0 + lsδ + t1 − lxδ + δ + (i − 1)δ, t0 + lsδ + t1 −
l(x−1)δ + (i − 1)δ], and no node with SF = x + 1 ∼ 12
accesses the gateway in the time period [t0 + lsδ+ t1− lxδ+
(i− 1)δ, t0 + lsδ+ t1− l(x−1)δ+ (i− 1)δ], where x ∈ [8, 12].
This probability is calculated in (8).

If there is an uplink transmission with SF = x, x ∈ [8, 12]
which is just finished at t(1), the latest start time of this trans-
mission is t(1)−lxδ. Hence, in order to ensure the ACK receiv-
ing at time t(1), there are no node with SF > x+ 1 accesses
the gateway in the time period

[
t(1) − lxδ, t(1) − lx−1δ

]
, and

no node with SF = x accesses the gateway in the time period[
t(1) − lxδ + δ, t(1) − lx−1δ

]
. Besides, if there exists x such

that t(1) − lxδ ≤ 0, let xmax = x. As shown in Fig. 9,
the shorter gray rectangle depicts this period. The probability
pscr1_2 is calculated as follows:

pscr1_2 =

xmax∏
x=8

[
1− Px

(
t(1) − lxδ + δ ≤ t ≤ t(1) − lx−1δ

)]
12∏
m=x

[
1− Pm

(
t(1) − lxδ ≤ t ≤ t(1) − lx−1δ

)]
(8)

In (8), 1 − Px
(
t(1) − lxδ + δ ≤ t ≤ t(1) − lx−1δ

)
de-

notes the probability that no node with SF = x ac-
cesses the gateway in the time period [t0 + lsδ + t1 −
lxδ + δ + (i − 1)δ, t0 + lsδ + t1 − l(x−1)δ + (i −

1)δ], and
12∏
m=x

[
1− Pm

(
t(1) − lxδ ≤ t ≤ t(1) − lx−1δ

)]
de-

notes the probability that no node with SF = x + 1 ∼ 12
accesses the gateway in the time period [t0 + lsδ+ t1− lxδ+
(i− 1)δ, t0 + lsδ + t1 − l(x−1)δ + (i− 1)δ].

c) When i ≥ 2, it indicates that the ACK transmission start
time is delayed, as shown in Fig.8, meaning that the first i−1
slot of RX has been occupied, and a data transmission has
just finished at slot i − 1, and that is, at least one type of
SF node accesses gateway for data transmission in the time
period [t0+lsδ+t1−lxδ+(i−2)δ, t0+lsδ+t1−lxδ+(i−1)δ].
If x exists, such that t0 + lsδ + t1 − lxδ + (i − 2)δ ≤ 0, let
xmax_1 = x, if not, let xmax_1 = 12. The probability pscr1_3
is calculated in (9).

pscr1_3 = 1−
xmax_1∏
x=7

[
1−Px

(
t(1)−lxδ−δ ≤ t ≤ t(1)−lxδ

)]
(9)

Where
xmax_1∏
x=7

[
1− Px

(
t(1) − lxδ − δ ≤ t ≤ t(1) − lxδ

)]
denotes the probability that no node with SF =
7 ∼ xmax_1 accesses the gateway in the time period
[t0 + lsδ+ t1 − lxδ+ (i− 2)δ, t0 + lsδ+ t1 − lxδ+ (i− 1)δ],

1−
xmax_1∏
x=7

[
1− Px

(
t(1) − lxδ − δ ≤ t ≤ t(1) − lxδ

)]
denotes

that there is at least one kind of SF node accesses gateway
for data transmission in this time period, and this is the
reason why the start time of ACK is delayed.

So far, the probability of receiving the gateway’s reply for
node with SF = s in the first RX window is calculated in (10).

pscr1 ={pscr1_1 ∗ pscr1_2|i=1}+

ta
δ −γs+1∑
i=2

pscr1_1 ∗ pscr1_2 ∗ pscr1_3

(10)
Where

{
pscr1_1 ∗ pscr1_1 |i = 1

}
is the probability that the

ACK transmission is started in the first slot of RX1 window,
and

∑ ta
δ −γs+1
i=2 pscr1_1 ∗ pscr1_2 ∗ pscr1_3 means the ACK trans-

mission is postponed to the following slots.
The probability of receiving ACK in RX2.
If a node with SF = s accesses the gateway at time t0 and

receives the gateway’s reply in the second RX window (RX2),
the following requirements must be satisfied:

a) No node with SF > 7 accesses gateway in the time
period [t0 + lsδ+ t1 + ta + t2− l7δ+ (i− 1)δ, t0 + lsδ+ t1 +
ta+t2+(i−1)δ], and no node with SF = 7 accesses gateway
in the time period [t0 + lsδ + t1 + ta + t2 − l7δ + δ + (i −
1)δ, t0+ lsδ+t1+ta+t2+(i−1)δ] where i ∈ [1, taδ −γs+1].

If the ACK receiving is started at the ith slot in RX2, and
the time moment of this slot is t0 + lsδ + t1 + ta + t2 + (i−
1)δ (we use t(2) to simply this time moment). The analysis
and derivation are similar to requirement a) in RX1, and thus
we do not repeat them here. As shown in Fig.10, the longer
gray contains this period. The probability psr2_1 is calculated
as follows,
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Fig. 10. Sender receives reply in RX2

pscr2_1 =
[
1− P7

(
t(2) − l7δ + δ ≤ t ≤ t(2)

)]
12∏
k=8

[
1− Pk

(
t(2) − l7δ ≤ t ≤ t(2)

)] (11)

b) No node with SF = x accesses the gateway in the time
period [t0+ lsδ+t1+ta+t2− lxδ+δ+(i−1)δ, t0+ lsδ+t1+
ta+t2−l(x−1)δ+(i−1)δ], and no node with SF = x+1 ∼ 12
accesses the gateway in the time period [t0 + lsδ + t1 + ta +
t2− lxδ+ (i− 1)δ, t0 + lsδ+ t1 + ta + t2− lx−1δ+ (i− 1)δ],
where x ∈ [8, 12].

Requirement b)’s analysis and derivation are also similar to
RX1’s. If there is an x such that t(2)− lxδ ≤ 0, let xmax = x,
if does not exist, then let xmax = 12. As shown in Fig.10, the
longer gray is this period. The probability psr2_2 is:

pscr2_2 =

xmax∏
x=8

[
1−Px

(
t(2)−lxδ+δ ≤ t ≤ t(2)−lx−1δ

)]
12∏
m=x

[
1−Pm

(
t(2)−lxδ ≤ t ≤ t(2)−lx−1δ

)]
(12)

c) When i ≥ 2, there are at least one type of SF node
accessing gateway for data transmission in the time period
[t0+lsδ+t1+ta+t2−lxδ+(i−2)δ, t0+lsδ+t1+ta+t2−lxδ+
(i−1)δ], the green rectangle in the Fig. 10 explains this case.
If x exists, such that t0+ lsδ+t1+ta+t2− lxδ+(i−2)δ ≤ 0,
let xmax_2 = x, if not, let xmax_2 = 12. The probability psr2_3
is:

pscr2_3 = 1−
xmax_2∏
x=7

[
1−Px

(
t(2)−lxδ−δ ≤ t ≤ t(2)−lxδ

)]
(13)

In addition, the node receives reply in RX2, indicating that
RX1 has been occupied by uplink transmissions. We now
analyze how to calculate the probability that RX1 is occupied.
Assuming j is the jth slot in RX1, j ∈ [1, taδ − γs + 1],
and the ACK is started to receive at the ith slot in RX2.
According to requirement b), the minimum time moment
at which the node is not allowed to access the gateway is
t(2)− lxmaxδ, we compare this time moment with RX1’s each
time moment t0 + lsδ + t1 + (j − 1) δ (this time moment is

expressed by t(3)) that do not allow nodes to access gateway,
where y ∈ [7, 12]. Here we introduce function f(y, j):

f (y, j) = t(2) − lxmaxδ −
[
t(3) − lyδ

]
(14)

For each j, if there exist minimal yj such that f(yj , j) > 0,
yj is the minimal SF that its uplink transmission is forbidden
at the jth slot in RX1, and then yj is added to set Y .

Y = {y1, y2, y3, ......, y ta
δ −γs+1} (15)

The main goal of this part is to select the time period and
SF such that these nodes’ uplink transmissions interrupt the
downlink transmissions in RX1. We have selected the nodes’
SF and the minimal time moment, then we should define the
maximum time moment. For each yj , if f(yj − 1, j) < 0, let
tmax = t(2) − lxmaxδ, or else tmax = t0 + lsδ+ t1 − ly−1δ+
(j − 1) δ.

d) If RX1 is occupied, there is at least one SF = y node
accessing the gateway in the time period [t(3) − lyδ, tmax] ,
where y ∈ [yj , 12], as indicated by the shorter yellow rectangle
in Fig.10. The probability psr2_4 is:

psr2_4 =

ta
δ −γs+1∏
j=1

[1−
12∏
y=yj

[1−Py(t(3)−lyδ ≤ t ≤ tmax)]]

(16)

Finally, the probability that node receives the gateway’s
reply in the second RX window is psr2:

psr2 = {psr2_1 ∗ psr2_2 ∗ psr2_4|i = 1}+
ta
δ −γs+1∑
i=2

psr2_1 ∗ psr2_2 ∗ psr2_3 ∗ psr2_4

(17)

Therefore, when a node with SF = s accesses the network,
the probability that the sender receives the reply from the
gateway is:

psr = psr1 + psr2 (18)
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C. The Concurrent Transmission Regression Model

In this subsection, we compare the experimental results with
that derived from our theoretical model in subsection IV-B and
analyze their relationship.

Fig.11(a) depicts the comparison of experimental and the-
oretical downlink PRRs with different duty cycles and SF s.
The color block graph shows the experimental results, and
its duty cycles are marked in the left Y-axis, different colors
represent different PRRs. The theoretic results are plotted with
lines, which represent different duty cycles, and values of the
right Y-axis reflect PRR results, X-axis is SF that is used for
both graphs.

From Fig.11(a), we observe that although the trends of
the PRRs in both graphs with different duty cycles and SF s
are similar, there are still differences between experimental
and theoretical results. For example, the experimental PRR of
SF = 7 with 20% duty cycle is about 0.3, but the theoretic
PRR is only about 0.04. This is partially due to the fact
that the theoretical model calculates the PRR with strict and
accurate time, and this is impossible in real experiments for
the node’s time offset may vary by crystal oscillator. These
time offsets can avoid collisions between uplink and downlink
randomly, and resulting in the difference between experimental
and theoretical results.

In order to obtain more realistic results, we use a regression
learner to formally characterize the accuracy of the model, we
try 19 models in five categories and select the best results of
each category shown in Table III

From the comparison of these results, we observe that the
medium Tree is the best one for the R-squared is 0.99 and
others metrics are all minimum. Therefore, in this paper, we
use medium Tree to fine tune our theoretical model, Fig.11(b)
shows the predicted result using this regression and theoretical
model.

TABLE III: RESULTS OF DIFFERENT REGRESSION MODEL

Model RMSE R-
Squared MSE MAE

Interactions
linear 0.13295 0.73 0.017677 0.11901

Medium Tree 0.030313 0.99 0.0009189 0.022814
Fine Gaussian

SVM 0.047308 0.97 0.002238 0.038415

Rational
quadratic GPR 0.031105 0.99 0.00096754 0.023447

Bagged Trees 0.30566 0.99 0.00093425 0.023147

D. Concurrent Transmission Parameters Optimization

We have analyzed the states of gateway and nodes in Section
II, and the RX window size is considered the main reason
that affects the reception of downlink transmissions, for the
small length of RX window makes the downlink PRR lower.
Therefore, the simple way to improve the downlink PRR is to
increase RX window size (i.e., ta). If the ta is long enough,
the ACK can be received sooner or later that do not consider
the loss results from other interferences. However, the energy
consumption would exceed the budget, and the transmission
of new data also be affected. Fig.12 shows that with an
increase of ta, all kinds of SF nodes’ PRR and goodput are
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Fig. 11. Experimental results vs. theoretic results: (a)Comparison of
experimental and theoretic results; (b)Results of regression

increased, and for a large SF node, the average energy is also
decreased. But for a small SF node, the average energy is
not decreased, even grows with an increase of ta, because the
energy consumption of retransmission is less than the energy
caused by the increase of ta.

Considering the constraints in objective function 2, we
propose a simple method WW (Wane and Wax) to select an
optimized ta and t2. WW decreases t2 and increase ta at the
same time (t1 should be retained enough for the gateway to
process data) to search a proper ta that minimizes objective
function 2 without increasing energy consumption.

So far, the three major components of Cantor have been
proposed, and the pseudo algorithm of Cantor is shown in
Algorithm 1 in order to describe how Cantor works with these
components to solve the problem in section III.

Algorithm 1 displays a summary of the Cantor, which
consists of three components. The gateway would first gather
relevant parameters from nodes in input lines, and then, cal-
culate the theoretical downlink PRRs (line 2). Afterward, the
regression model has been established through the combina-
tion of theoretical and statistic downlink PRRs, and whenever
a parameter changes, the gateway can calculate the updated
downlink PRRs directly, instead of recounting from nodes.

In lines 4−5, the gateway would first calculate the initialized
expected transmission times E (Rt) and consumed energy
ET

(t1,t2,ta)
sf . Then with WW, gateway iterates through each

t2 and ta, and updates the current ET (t1,t2,ta)
sf and E (Rt).

More specifically, line 9 deals with the theoretical downlink
PRRs updating, followed by the change of parameters in lines
7− 8. Line 10 handles the realistic downlink PRRs updating
process. Line 11 indicates the new ET

(t1,t2,ta)
sf and E (Rt), in

which the optimized t2 and ta would be reached if the results
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Algorithm 1 Pseudo of Cantor
Input:

Number of node with different SF s: nsf , sf ∈ [7, 12];
The packet air time of different nodes: lsfδ;
Active time of different nodes: asf ;
Duty cycle of nodes: µ;
Statistical downlink PRR of different nodes: psfr_r;

Output: the optimized t2 and ta;
1: Initialization: t1 = t2 = 1000ms, ta = 20ms, time step: i = 1;
2: Calculate the theoretical downlink PRRs of different nodes psfr

using (18);
3: Establish the realistic downlink PRRs psf using regression mod-

el;
4: Calculate the expected transmission times E (Rt) using (2);
5: Calculate the consumed energy of different nodes ET (t1,t2,ta)

sf
using (1);

6: while (3), (4), (5) do
7: ta = ta + i;
8: t2 = t2 − 2i;
9: Update psfr using (18);

10: Update psf using regression model;
11: Update ET (t1,t2,ta)

sf and E (Rt) using (1) and (2);
12: end while
13: Return t2 and ta;

no longer satisfy the constraints.
Besides, we discuss the computational complexity of Cantor

in this part. In the initial stage, the gateway should collect
parameters from nodes, whereas, the most time-consuming
operations reside in the calculation of optimized t2 and ta, we
thus mainly focus on the analysis of this part. As noted in the
updating process, each calculation will iterate through each
changed parameters, and change times on these parameters
could be approximated by t2/2i, since the value of is a
constant and thus can be ignored, the complexity of iteration
is O (t2). Because the computational complexity of (10) and
(16) are O (ta), 16 is O

(
t2a
)
, other equations within 6 − 17

are constant number, therefore, the computational complexity
of (18) is O

(
t2a
)
. The computational complexity of Cantor is

O
(
t2 × t2a

)
.

E. Analysis: Upper Bound of Goodput

The goodput of concurrent transmission is determined by
the downlink PRR, which is influenced by whether nodes
receive downlink transmission in RX windows. When the RX
window size (i.e., ta) is longer, the downlink PRR is higher as
well. Since the limitation of energy and active time that should
obey the duty cycle, ta cannot be extended indefinitely, Cantor
is likely to select a proper ta that obtains the optimal goodput
while satisfying the constraints. Note that in this paper, the
maximum length of ta is 2ta+t2, and t2 becomes 0, t1 should
be left for the gateway to process data.

Assuming there are n nodes accessing the gateway during
time T . The packet length of node i is li, and the packet air
time is liδ. Therefore, the total time that the gateway in RX

mode is: TRX ≤
n∑
i=1

liδ, and hence the total time of TX mode

is: TTX ≥ 1− TRX . In order to acknowledge these nodes, at
least Tack = nγδ should be left. The throughput is:
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Fig. 12. Network performance with different RX window size

Gthroughput =

n∑
i=1

liδ

T
(19)

We obtain a percentage pmax that this proportion RX
durations are less than 2ta+ t2 through the CDF of gateway’s
RX durations. Therefore, as noted in subsection II-C, if
Tack/TTX < 1, it implies that the gateway’s TX time can
afford the downlink transmissions, and combing the pmax, we
can derive that pmax of the throughput is goodput.

But if Tack/TTX > 1, it means that only TTX/γδ nodes
may receive the downlink transmissions. Considering the
limitation of gateway’s RX duration, the upper bound of the
goodput without considering energy consumption is:

Gupper
goodput

=


pmaxGthroughput Tack/TTX ≤ 1

pmax

TTX/γδ∑
i=1

liδ

T Tack/TTX > 1

(20)

V. EVALUATION

Previously, we have shown the performance of concurrent
transmission and verified the effectiveness of our method. In
this section, we summarize and analyze the performance of
Cantor.

A. Experimental Setup

The experiments are conducted both indoor and outdoor
environments: an indoor 7.5 m × 6.6 m lab, an indoor 18 m
× 15 m office, an outdoor playground and an outdoor open
area near our department. Our network consists of one LoRa
gateway and 48 LoRa nodes. These nodes are divided into 6
groups according to their SFs, and each group has 8 nodes
in different channels. All nodes send data to the gateway
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Fig. 13. The experiments’s deployment in four scenarios

concurrently with a certain duty cycle, both the gateway and
nodes operate at 915 MHz with a bandwidth of 125 kHz.

We benchmark Cantor’s performance using three metrics:
goodput, downlink PRR and average energy consumption.

B. Impact of Indoor and Outdoor Deployment

In our indoor deployment, the LoRa nodes are placed in the
room while the gateway operates in the center of the room.
Indoor #1 (shown in Fig.13(a)) is an empty office and Indoor
#2 (shown in Fig.13(b)) is a lab with about 30 students.

In outdoor scenarios, we place the gateway in a playground
and an open area near our department, and nodes are placed
around the gateway. Outdoor #1 (as shown in Fig.13(c)) is
the open area and Outdoor #2 (as shown in Fig.13(c)) is the
playground.

In these four scenarios, nodes operate with a duty cycle
of 20%, each experiment lasts at least 2 hours. Fig.14 shows
the result of aggregated throughput and goodput in the four
scenarios with different RX window sizes. At 500 ms, the
goodput achieves around 350 bps, and the throughput is very
stable with the increase of RX window. We further evaluate
the aggregated throughput in different scenarios, around 470
bps in the empty office and 425 bps in the playground, both
the lab and the open area have a throughout of 450 bps.

Fig.15 shows the comparison of concurrent transmission
performance of Cantor in the four scenarios and without
Cantor. The gray bars indicate the performance without Cantor
and the colorful bars indicate the performance of Cantor in
different scenarios. Overall, for all kinds of nodes, the down-
link PRRs are improved in all scenarios, and the magnitudes
of improvement are about 60%, as shown in Fig.16, and the
goodput is improved correspond to the downlink PRR. But the
average energy consumption is reduced slightly, especially for
small SF nodes. The reason is that increasing the RX window
size will consume more energy, but on the other hand, it will
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Fig. 15. Network performance in different scenarios

decrease the energy consumption of retransmissions. Thus, the
improvement in energy consumption is smaller than that in
goodput. For small SF nodes, the energy is decreased slightly
because their retransmission energy consumptions are smaller
than large SF nodes’.

In conclusion, Cantor improves the performance of the
concurrent transmission in both indoor and outdoor scenarios.
The results show the goodput, downlink PRR and energy
consumption improvements of 0.56 − 0.65×, 0.57 − 0.65×
and 0.38×.

C. Impact of Duty Cycle

We now evaluate the network performance with different
duty cycles (5% to 25%) and show the results in Fig.17
and Fig.18. Overall, we can observe that all downlink PRR,
goodput and average energy consumption are improved with
the duty cycle increased. The downlink PRR and average
energy consumption without Cantor decrease along with the
duty cycle increased, but the goodput increases first and
declines then, as shown in Fig.18(b). The major reason is that
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Fig. 18. Network performance with different duty cycles

the higher duty cycle indicates more packets are transmitted
to the gateway at the same time, and hence, the goodput
is increased. When the duty cycle is increased to 20%, the
goodput without Cantor reaches the peak, and the downlink
PRR without Cantor is decreasing as shown in Fig.18(a), it
means that more packets need to be retransmitted. When the
duty cycle increases to 25%, the retransmitted packets are
more than received, therefore, the goodput decreases.

Fig.18 also reveals that the different SFs nodes’ improve-
ments of downlink PRR, goodput and energy in a certain duty
cycle are similar, although the energy of different nodes as
shown in Fig.18(c) is increasing, the improvement is also
stable, and the error bar of different SFs nodes in Fig.17
supports this result. These results show that Cantor is effective
on nodes with different SFs and different duty cycles.

D. Impact of the Network Size

In this section, we test how network size affects the perfor-
mance of Cantor. We conduct 12 experiments with a network
size of 6 to 48 nodes to measure the performance, Fig.19
shows the magnitude of improvement and standard deviation
for each kind of SF nodes. The experiments with a network
size of 8, 16, 24, 32 and 40 are conducted with the absence
of at least one kind of SF nodes, e.g., 40 nodes transmit
data scanning 8 channels but without nodes of SF = 12.
Therefore, it is obvious that the overall improvement of these
experiments is lower than that with all SFs, and the standard
deviation is also smaller. Cantor performs poorly in a network
without large SF node is not the major reason, it is because
without large SF nodes, the downlink PRR and goodput are
better than that with large SF nodes, as shown in Fig.20 and
Fig.21. This results firstly reveal that large SF nodes may
cause the uplink and downlink blocking problem, and hence
decreasing the goodput. Secondly, Cantor has a significant
effect on large SF nodes, for the standard deviations are larger
than that without large SF nodes.
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Fig. 19. Improvement with different total number of node

E. Impact of Mobility

In this section, we test how node mobility affects the
performance of Cantor. This experiment is conducted in an
outdoor yard with 48 nodes and a gateway, the basic exper-
imental setup is the same as in subsection V-A. The only
difference is that the gateway moves at the speed of 0.5 m/s in
this experiment. According to the distances between gateway
and nodes, the experimental scenarios can be divided into
three categories: all nodes’ SF are 7 is Mobile Gateway-
Scenario 1, for the gateway is close to all nodes, and nodes
are able to send data to gateway with SF = 7; another is
Mobile Gateway-Scenario 2 while all nodes’ SF are 12, for
the gateway is far away from all nodes, and nodes have to
increase the SF in order to communicate with gateway; in
the last scenario Mobile Gateway-Scenario 3, the gateway
moves randomly around nodes so that the number of nodes
with different SF s remains unchanged in the network. The
results of these three scenarios and static gateway are shown in
Fig.22. It is obvious that the performance of Mobile Gateway-
Scenario 3 is similar to the static gateway in both goodput
and average energy consumption. Besides, Mobile Gateway-
Scenario 1 outperforms other scenarios in goodput and static
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Fig. 22. Comparison of different mobile scenarios with Cantor

gateway performs better than Mobile Gateway-Scenario 1 in
energy.

The main reason is SF . As specified in LoRaWAN, node
adjusts SF through adaptive data rate (ADR) to ensure the
transmission quality at different communication distances, the
smaller SF , the smaller packet size and the faster transmission
rate. In Mobile Gateway-Scenario 1, the time that each node
occupies the channel is shorter than that in Mobile Gateway-
Scenario 2 and 3, and the amount of data per unit time is also
more than others, therefor the goodput is best. But on the other
hand, all nodes transmit data with the same SF increase the
probability of collision, and thus, some nodes have to back off
and retransmit to avoid collision, resulting in the increase of
average energy consumption.

Moreover, this experiment only includes the case where the
gateway moves at a low speed. The main reason we do not
consider the high-speed is that the high-speed movement leads
to unstable channel quality between node and gateway, and
according to LoRaWAN: ADR control may not be possible
when the radio channel attenuation changes fast and constant-
ly. It means that the uplink and downlink transmission qualities
between nodes and gateway will be affected. At this time,
it is difficult to ensure the concurrent transmission, without
concurrent transmission, Cantor is meaningless.

F. Comparison of Cantor and NAK

In this section, we compare Cantor with benchmark scheme
NAK, the benchmark is a representative mechanism used
to ensure data transmission in wireless network. The ex-
perimental setup is the same as in subsection V-E except

for the mobile gateway. Fig.23 depicts the results of the
comparison, from Fig.23(b) and 23(a), it is observed that
NAK achieves better performance than Cantor in goodput
and average energy consumption. This is because the gateway
does not acknowledge all uplink transmissions in NAK, and
nodes send new packets without receiving the response from
gateway. As a result, NAK’s performance of goodput and
energy consumption is better. Nonetheless, the goodput of
NAK decreases with the increase of packet loss rate, because
the downlink transmissions from the gateway for requesting
nodes to retransmit the lost packets also increases, and the
uplink and downlink blocking problem occurs.

Although NAK’s goodput and average energy consumption
are better, it is unsuitable for LoRa concurrent transmission
network, Fig.23(c) depicts the main reason: the uplink PRR of
NAK is lower than Cantor. This is because the retransmission
request information sent by the gateway will be blocked by
other uplink transmissions, resulting in the loss of uplink
packets. Besides, NAK does not support the implementation
of ADR in LoRa, because ADR is based on the downlink
response.

In summary, the proposed method Cantor is effective and
is robust to different environments (indoor and outdoor), duty
cycle variation (the largest is 25%), network size variation (the
network contains different number of SFs nodes). In addition,
mobile gateway in the network has little effect on Cantor.
Although the benchmark method NAK is slightly better than
cantor in terms of goodput and energy consumption, the uplink
PRR is too large, and this mechanism is not suitable for
adaptive rate adjustment of LoRa nodes.

VI. RELATED WORK

Existing concurrent transmission in LoRa can be broadly
divided into the following three categories:

Multiple channels and orthogonal concurrency. Compar-
ing with other wireless networks, LoRa has the capability of
concurrent transmission. To be more specific, this concurrency
consists of two aspects. Firstly, a standard LoRa gateway [16]
demodulates simultaneous transmissions from multiple nodes
in different channels. Secondly, LoRa can efficiently demod-
ulate concurrent orthogonal transmissions even in the same
channel, because LoRa modulation supports different spread-
ing factors, which are orthogonal. Recent work [17] conducts
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Fig. 23. Performance comparison of Cantor and benchmark NAK

a series of experiments to verify the performance of concurrent
transmission, and the results are similar to the claims made by
Semtech.

Single channel and same SF concurrency. Besides, there
have been efforts made to enable concurrent transmission in
the same channel with a certain SF . Choir [18] exploits
hardware imperfection that produces offsets in time, frequency
and phase. These properties are leveraged to separate and
decode collisions from 5 − 10 LoRa nodes at a software
radio. This concurrent transmission system improves network
throughput and expands communications range significantly.

LoRa backscatter concurrency. With the recent inno-
vations in low-power backscatter communication [19], [20],
LoRa backscatter [21], [22] becomes attractive, because it
achieves long transmission distance while keeps batteryfree.
Long Range backscatter systems primarily work at the link
layer and cannot deal with the number of tags, therefore,
NetScatter [23] introduces a distributed chirp spread spectrum
(CSS) coding, which combines the CSS and ON-OFF keying
modulation. NetScatter supports hundreds to thousands of
concurrent transmissions in LoRa backscatter network.

We note that while prior works support concurrent trans-
mission, little effort has been made to investigate the goodput
in LoRa transmission [14], [24]. The study in [17] discovers
that downlink traffics, especially ACK packets can block
a significant amount of uplink traffics, The work in [14]
suggests that LoRa supports uplink concurrency but no down-
link concurrency, this imbalance blocks acknowledging each
uplink packet. This paper uses the NAK scheme to avoid
acknowledging all concurrent uplink transmissions, i.e., the
gateway only responds to a node if its packets are lost.
However, the downlink responses may also be blocked by
the uplink transmissions and the lost packets may have been
flushed from the node’s memory.

In this paper, we conduct deep analysis on the concurrent
uplink and downlink transmissions, discover the window mis-
match problem and propose a congestion control scheme that
improve the goodput and reduce energy consumption.

VII. CONCLUSIONS

In this paper, we present a novel control scheme to im-
prove the goodput of LoRa concurrent transmission. Cantor
constructs a concurrent transmission to explore the correlation

between downlink PRR and transmission parameters (such as
duty cycle, receive delay and RX window size), and then
leverages a regression model to derive the realistic downlink
PRR with different network settings. Finally, Cantor selects
the proper parameters that optimize the goodput for nodes.
The experimental results show that Cantor is robust in various
scenarios and able to improve the goodput and decrease energy
consumption. In our future work, we would like to explore the
availability of Cantor’s theoretical model in the designing of
other strategies.
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